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Abstract
Recent studies and applications have highlighted the necessity for organized multilingual LGBTQ+ vocabularies.
Manual translation presents multiple difficulties, and the accuracy of translated terms heavily relies on the
expertise of specialists without standardized evaluation criteria. Some recent research showed the possibility
of using machine translation tools and reusing multilingual information from other resources to speed up the
process and ensure consistency in translation. This paper evaluates the accuracy of a machine translation tool
specifically for LGBTQ+-related terminology. We propose a semi-automated approach with supplementary
resources to expedite the translation process accompanied by evaluation criteria.
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1. Introduction

In recent years, a significant amount of projects focusing on LGBTQ+ themes have been implemented in
various domains, including developing structured vocabularies for the metadata in libraries and archives
[1], online LGBTQ+ literature databases [2], hateful speech detection in social media [3] and linguistic
analysis in health systems [4]. These projects emphasize the growing focus on LGBTQ+ language and
concepts and their applications. Resources used include domain-specific thesauri/structured vocabularies
(e.g. Homosaurus, QLIT) that are published as linked data [1, 5, 2], ontologies (e.g. GSSO) [6], and
general-purpose knowledge bases (e.g. Wikidata) [7]. For convenience in describing these diverse
resources, we use the umbrella term “conceptual models”. Although they have been used in some
multilingual applications, the need for resources about LGBTQ+ topics across various languages has
been increasing. A convenient way to obtain such conceptual models is to translate existing ones.

Multilingual LGBTQ+ labels in conceptual models are crucial in today’s globalized and diverse
information landscape. These labels can improve searchability and interoperability in resource sharing
across different language environments to better serve users from diverse linguistic backgrounds,
supporting the equity of access, and thus help ensure inclusivity, respect, and sensitivity to the cultural
contexts of their users. Manual editing is indispensable, for example, in cases where the meaning of some
translated terms can vary in contexts (e.g. ‘queen’) and other cases where there is no corresponding
term in the target language (e.g. “straight” does not have a Czech counterpart, thus translated to
“heterosexuální” [8]). However, this manual approach can be challenging due to the numerous factors
that must be considered and exhibit several drawbacks. Some terms have many synonyms, leading to
overlooked alternative labels. Furthermore, concepts and their multilingual labels can have cultural
barriers and can change (see examples of concept drift and convergence in [9]), resulting in frequent
maintenance of their corresponding multilingual labels (e.g. Homosaurus is released twice per year
with updates and new terms).

Many terms exhibit a comparable syntactic structure in Homosaurus, such as “African American
asexual people”, “African American bisexual people”, “African American gay men”, etc. By standardizing
the translation of certain tokens, they can be accurately translated automatically. In addition, manually
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translating additional information (e.g. the scope notes and comments) can slow down the development.
Considering the scale and intricacy, this manual approach can be both time-intensive and potentially
exhausting for experts, leading to uncertainty and inconsistency. As the authors are aware, there is no
standard (semi-/automatic) workflow, nor an established evaluation metric.

This study investigates the potential for creating a semi-automated workflow to reduce the burden
on experts and accelerate the procedure. We use Homosaurus and QLIT for the evaluation of our
approach. The Homosaurus1 is a linked data vocabulary of LGBTQ+ terms for catalog representation
of MORGAI (Marginalized Orientations, Relationships, Gender Identities, and Intersex) [1]. It has its
roots in the internal thesaurus of the IHLIA LGBTI Heritage in the Netherlands as the first bilingual
LGBTQ+ thesaurus/vocabulary (English and Dutch) and has become well-used in the metadata of
libraries and archives. Most recently, Homosaurus is to be enriched with Spanish labels [10]. QLIT
(Queer Literature Indexing Thesaurus) is a Swedish thesaurus published in 2023 consisting of 848
entities, including 757 reused from Homosaurus’ 2021 release, primarily used for the online Swedish
LGBTI literature database, QueerLit [2]. Other related work includes a linked open vocabulary system
with LGBTQ+ terms enriched with multilingual labels in Hindi and Bangla by Mukhopadhyay et al.
[11]. The demand for a Chinese translation remains [12]. Initial evaluations of MT tools’ precision were
performed utilizing a subset of Homosaurus terms alongside established benchmarks [13]. Recently,
Wang et al. [9] studied the reuse of multilingual LGBTQ+ resources for enrichment.

Despite Machine Translation (MT) not being expected to reach human-level accuracy, this paper
explores the usability of MT for LGBTQ+-related terms by assessing its accuracy, providing a benchmark
of the selected MT tool, and proposing a semi-automatic workflow. More specifically, we study the
following three research questions. RQ1: How accurate are the terms translated by state-of-the-art MT
tools by using customized translated glossaries? RQ2: How to construct a semi-automatic workflow for
the translation of LGBTQ+ terms and take advantage of multilingual labels from other resources? RQ3:
What evaluation criteria can we define to evaluate the resulting multilingual conceptual model? The
rest of the paper is organized as follows. Section 2 presents the methodology for the benchmarking of
translated terms with the evaluation results in Section 3. We propose our workflow in Section 4 with the
evaluation criteria introduced in Section 5, followed by the conclusion in Section 6. The supplementary
materials can be found on GitHub.2

2. Methodology

Incorporating MT into the workflow demands reasonable translation accuracy. We use the DeepL API3

as a proof-of-concept of our approach for the translation of Homosaurus terms by taking the suggestion
by Kazarian et al. [13], whose primitive examination showed that DeepL emerged to be one of the most
accurate translation tools for LGBTQ+ terms for translating Homosaurus to Dutch. Additionally, DeepL
is free and allows for customized glossaries while translating. In our work, expert insights are requested
to further improve the accuracy by providing a translated glossary. This enhancement is crucial, as
Kazarian et al. [13] found that some manually constructed rules for refinement can significantly increase
the number of terms with a perfect match (from 38.79% to 56.76% with just six simple refinement rules).
As the first step, we provide experts with frequent tokens to be manually translated. Our study builds
upon earlier research by providing DeepL with extra translated tokens, as we discovered that the
translation quality could be enhanced by predetermining the translation of certain tokens. For example,
‘LGBTQ+’ is often mistakenly translated as ‘LGBTQ+’ in Dutch instead of ‘LHBTQ+’. In cases where a
token in the naive DeepL translation did not match the corresponding expert-provided token, it was
replaced with the expert version in all cases applicable. For example, ‘agender people’ was translated
by DeepL as ‘agender mensen’ in Dutch, but since the token ‘people’ was included in the glossary with
1https://homosaurus.org/. We used v.3.4 released on June 2023 with 2,885 entities but only 2,835 are with Dutch labels.
2The code, data, and other supplementary materials are available on GitHub: https://github.com/
Multilingual-LGBTQIA-Vocabularies/MDTT. The best practices and the evaluation criteria can also be found on
Zenodo with the DOI: 10.5281/zenodo.15082538.

3https://developers.deepl.com/docs
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translation ‘personen’, the result was adjusted accordingly to ‘agender personen’. Given the importance
of these tokens, we conduct a comparative analysis with two sets acquired by evaluating the trade-off
between translation accuracy and their occurrence frequency in practical scenarios.

Four datasets were taken into consideration when constructing the two sets of tokens. We introduce
𝐷1 and 𝐷2 consisting of tokens extracted from the skos:prefLabel of the English terms with their
respective frequencies in Homosaurus and QLIT, respectively. 𝐷3 was provided by IHLIA experts4 with
each token associated with frequencies on the occurrence of each Homosaurus token within IHLIA’s
biggest database of non-fiction books, grey literature, and articles, totaling 116,738 records. Lastly,
𝐷4 was provided by QLIT experts5 with frequency for each token in Queerlit. The first two concern
tokens, while the other two consider the frequency of use. The reason behind incorporating both the
frequency of Homosaurus and QLIT tokens and their usage in IHLIA and Queerlit lies in the tradeoff
between accuracy in translation of conceptual models as well as the accuracy in most used terms due to
the “long-tail distribution” where many tokens are rarely used judged by the frequency obtained. To
aggregate 𝐷1 and 𝐷2, we construct 𝐷5 by assigning each token a numerical value that is the sum of its
rank of frequencies in 𝐷1 and 𝐷2. For example, the token ’people’ has the numbers 1 and 2 in 𝐷1 and
𝐷2 for ranking highest in Homosaurus and second highest in QLIT, resulting in a sum of 3 in 𝐷5.

We aim to provide experts with a small and concise set of around 90-100 tokens for manual translation.
For a comparative study, we obtain two sets of tokens from different parametric settings considering the
trade-offs of frequency in the conceptual models and real-life application scenarios. Following that, we
compare their impact on MT accuracy. In the first set, 𝑆1, we include the 60 most frequent tokens from
𝐷5, along with the 30 most frequent tokens from 𝐷3 and 𝐷4 respectively. 𝑆2 has a different parametric
setting with more weights on application scenarios featuring 40 from 𝐷1 and 50 from 𝐷3, along with
40 from 𝐷2 and 50 from 𝐷4. Due to some overlap of selected tokens across datasets, there are 83 tokens
for 𝑆1 and 101 tokens for 𝑆2. Finally, both were translated by experts for translation in the next step.6

Using the glossaries, when a token in the naive DeepL translation did not match the corresponding
token provided by the experts, it was replaced with the expert-provided translation. This approach
resulted in the creation of two improved versions of the initial naive DeepL translations, one incorpo-
rating the modified tokens from 𝑆1 and 𝑆2, respectively. Finally, inspired by [13], we perform some
additional semi-automatic rule-based refinement7 of the results to ensure the syntactic consistency of the
terms. For example, replace ‘biseksuele mensen’ by ‘biseksuelen’ and replace ‘lesbiennes’ by ‘lesbische
vrouwen’ in the translated terms in Dutch. In addition, some spaces were removed to concatenate two
words or added for splitting into two words. Next, we evaluate their corresponding translation results.
We employ two well-known metrics: the Jaccard similarity computes the number of identical matches
of translated words disregarding the order of words [14]; the Levenshtein distance for the minimum
number of edits required to transform an attempted translation into its accurate translation [15].

3. Evaluation

Homosaurus provides labels using both skos:prefLabel and skos:altLabel for Dutch terms,
allowing the naive DeepL translations to be compared against the results using 𝑆1 and 𝑆2. Note that not
all entities have alternative labels specified by skos:altLabel. The improvement in results presented
in Table 1 confirms the effectiveness of the use of the customized glossary and the additional refinement.
Moreover, using 𝑆2 shows a slight advantage over 𝑆1. However, this marginal difference may be
attributed to the greater token count in 𝑆2, preventing a definitive conclusion about the superiority of
𝑆2. Moreover, recognizing the limitations of the translation result, particularly in identifying translated
terms with a significant similarity but minor difference in spelling, the Jaccard similarity and the
Levenshtein distance are employed to quantify editing efforts by experts. For example, the Homosaurus
4Received with authorization for use on June 28, 2023.
5Received with authorization for use on July 3, 2023.
6We combined them into a unified set (𝑆1 ∪ 𝑆2), totaling 115 tokens for manual translation by a Dutch-speaking expert from
IHLIA and Swedish-speaking experts from QLIT.

7More details are in the supplementary material.



Without Refinement With Refinement ScoreprefLabel altLabel prefLabel altLabel

Homosaurus
Baseline (naive DeepL translations) 864 (30.5%) 48 (1.7%) 864 (30.5%) 48 (1.7%) 6.7M
Translation using 𝑆1 1064 (37.5%) 50 (1.8%) 1618 (57.1%) 49 (1.7%) 23.1M
Translation using 𝑆2 1076 (38%) 55 (1.9%) 1658 (58.5%) 48 (1.7%) 27.1M

QLIT
Baseline (naive DeepL translations) 268 (30.1%) 93 (10.5%) 268 (30.1%) 93 (10.5%) 166.9K
Translation using 𝑆1 238 (26.8%) 80 (9%) 511 (57.5%) 74 (8.3%) 180.3K
Translation using 𝑆2 243 (27.4%) 71 (8%) 518 (58.3%) 72 (8.1%) 229.2K

Table 1
The accuracy of the identical match for Homosaurus and QLIT and their scores of correct translation in use.

(a) Jaccard Similarity

(b) Levenshtein Distance

Figure 1: A comparison of Jaccard Similarity and Levenshtein distance for translated terms using the naive
DeepL translations, and the results using Sets 1 and 2 for Homosaurus.

term “5-alpha reductase deficiency” has a Dutch translation as “5-alpha-reductasedeficiëntie”. However,
its Dutch label is “5-alpha-reductase deficiëntie”. While an exact match algorithm does not recognize
this as a match, an expert would see the need for a minor change.

Figure 1a shows that, using Jaccard similarity, in both cases, the results show that over 70% of the
translation with at least 50% similarity to the Dutch labels by Homosaurus. Furthermore, as in Figure
1b, with 𝑆2, the Levenshtein distance indicates the superior performance compared to the naive DeepL
translations, accounting for just over 70% (i.e. 1,985 terms) of the Dutch translations requiring at most 3
edits to match exactly with Homosaurus’ translation. Due to page limit, similar evaluation results for
QLIT were included in the supplementary material.

Further evaluation of these translations considers the frequency of tokens in the database of IHLIA and



Figure 2: A semi-automatic translation workflow for multilingual LGBTQ+ terms.

Queerlit. This could be achieved by computing the sum of the multiplication of the correct translation
by frequency for each of the most frequently used 120 tokens in each database regarding the naive
DeepL translation and that using 𝑆1 and 𝑆2. For example, in the IHLIA database, the most frequent
token is ‘Lesbische’ with a frequency of 30,208. If this token is translated correctly 146 out of 150 times
in the naive DeepL translation, we accumulate the product of its frequency and the correct occurrence
count, 30,208*(146/150). The results in Table 1 further demonstrate how the translations with 𝑆1 and 𝑆2

improve the accuracy in use. Although the accuracy and scores are higher when using 𝑆2, it can be
attributed to the fact that 𝑆2 contains more tokens than 𝑆1.

4. A Semi-automatic Translation Workflow

Building upon the findings presented earlier, we design a generic workflow for the fast development of
multilingual LGBTQ+ conceptual models. Figure 2 shows our semi-automatic workflow with yellow
blocks indicating the use of data processing scripts or MT, and green blocks indicating tasks requiring
experts’ intervention. Next, we explain this workflow in detail using Homosaurus, 𝑆2, and DeepL.
First, we retrieve the latest version of Homosaurus (and other selected multilingual resources). We
can then extract labels of the entities to be translated. We exclude the pronouns as they are often not
required to translate, but a manual review may be needed to ensure proper spelling. Thus, we focus
on the other entities’ labels. Meanwhile, we could ask experts to manually translate 𝑆2. The design of
refinement rules could start from the beginning (after testing on some examples) and be updated in
later iterations. The labels will then go through three steps. First, we translate the labels using DeepL
using 𝑆2 and its translation. Then we refine the results with rules to achieve better accuracy. Before
integration, the labels should be revised manually. An optional step is to consider the labels extracted
from other resources, [9] which could be used as alternative labels. Similarly, the scope notes and
comments of a concept or a term, serving to clarify the meaning and use, can be translated in a similar
way. After integration, the data could be published together with its (updated) metadata, possibly with
multilingual information in the metadata. Translating LGBTQ+ terms often raises numerous concerns,
leading to multiple rounds of discussions. Issues such as consistency might emerge later, requiring a
review of translated tokens or refinement rule adjustments (the red arrows). Experts may encounter
other scenarios, thus making the workflow flexible for extension.

5. Best Practices and Evaluation Criteria

Despite numerous attempts, translations are often not thoroughly assessed, which could be due to
the complexity of the task and the lack of comprehensive and systematic evaluation criteria. In the



supplementary material, we propose best practices for 1) clarity and accuracy, 2) consistency, 3) cultural
and contextual sensitivity, 4) inclusivity and ethical considerations, 5) transparency and community
contribution, and 6) documenting, publishing, and maintenance. For evaluation, we provide some
indicators and a checklist for self-assessment on translation, documentation, and publication.

6. Conclusion and Future Work

MT aids experts by suggesting translations and maintaining consistency in the translation workflow,
which enhances efficiency. For RQ1, to justify its quality, we presented the first full-scale MT benchmark
using Homosaurus and QLIT with two sets of tokens in evaluation. We showed how using MT can
help with translation efficiency: when using 𝑆2 with refinement, over 60% can be used as labels
(either prefLabel or altLabel) for Homosaurus and over 66% for QLIT. For Homosaurus, about 70%
of translations require only at most 3 edits to be accurate. We proposed a workflow for RQ2 for
convenient semi-automatic translation. Finally, we established evaluation criteria for quality control
(RQ3). Our workflow could benefit from further adjustment and additional hand-picked tokens that
exhibit ambiguity. Reproducibility could be improved if the manual refinement is properly documented.
While the accuracy of multilingual labels from MT and external sources can be debatable, these labels
may be useful, especially for comparative purposes and discussion during manual assessments. Our
workflow uses DeepL but other MT tools as well as Large Language Models (LLMs) could be adapted
for comparison. In future work, the performance of MT tools can be compared with LLMs, which
may outperform MT by taking into account the LGBTQ+ context during translation. Moreover, LLMs
may help with the generation of scope notes and comments. It remains to be studied how some bias
and ambiguity can be introduced/reduced with MT. Finally, the enhancement of interoperability with
multilingual labels and links between conceptual models can be studied.
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