


This research is a part of the MaestroGraph project (project ID: 612001552)
financially supported by the Dutch Research Council (Nederlandse Organ-
isatie voor Wetenschappelijk Onderzoek; NWO).

SIKS Dissertation Series No. TODO

The research reported in this thesis has been carried out under the auspices
of SIKS, the Dutch Graduate School for Information and Knowledge Systems.
All rights reserved. No part of this publication may be reproduced, stored
in a retrieval system, or transmitted in any form or by any means, electronic,
mechanical, photocopying, recording, or otherwise, without the prior written
permission of the author.

The cover was designed by Shuai Wang. The front cover shows a painting of
his titled “Inheritance”, which illustrates an abstract representation of the re-
lations between masters in the history of art and science, and how their break-
throughs influence each other. An instantiation of this idea is illustrated in
Figure 1. The painting is now preserved by Joe Raad.

Copyright ©2025 by Shuai Wang.
ISBN: xxxxx
An electronic version of this thesis is available at https://www.shuai.ai/research/.
© 2025, Shuai Wang, Amsterdam, the Netherlands.



Vrije Universiteit Amsterdam

Links in Large Integrated Knowledge
Graphs: Analysis, Refinement, and

Domain Applications

ACADEMISCH PROEFSCHRIFT

ter verkrijging van de graad van doctor aan de Vrije
Universiteit Amsterdam, op gezag van de rector

magnificus prof.dr. Stefan Schlobach, in het openbaar te
verdedigen ten overstaan van de promotiecommissie van
de Faculteit der Wetenschappen op TBD X X 2025 om X
uur in de aula van de universiteit, De Boelelaan 1105

door

Shuai Wang
geboren in Binnen-Mongolië, China



4

promotoren: prof.dr. Frank van Harmelen
co-promotoren: dr. Peter Bloem

dr. Joe Raad
promotiecommissie: prof. dr. Stefan Schlobach

prof. dr. Aidan Hogan
prof. dr. Harald Sack
dr. Ilaria Tiddi
dr. Wouter Beek



5

To Prof. Igor Potapov,
Prof. Roger Penrose,

Marcos Vinicius,
family, and friends.



Contents

List of Acronyms and Abbreviations 1
Samenvatting (Nederlands) 2
Summary (English) 5
Acknowledgements 7
1 Introduction 13

1.1 Knowledge and its Representation 13
1.2 Preliminaries 16
1.3 Research Questions and Thesis Structure 21

2 RefiningKGs of Transitive andPseudo-TransitiveRelations 29
2.1 Introduction 29
2.2 Related Work 32
2.3 (Pseudo-)TransitiveRelations in the LODCloud 35
2.4 Algorithms 41
2.5 Experiments and Evaluation 44
2.6 Discussion and Future Work 48

3 Refining Integrated Identity Graphs with the UNA 51
3.1 Introduction 52
3.2 Related Work 54
3.3 The iUNA 56
3.4 Testing the UNA 58
3.5 Algorithm Design 61
3.6 Evaluation 65
3.7 Discussion and Future Work 69

4 Understanding Redirection in Identity Graphs 75
4.1 Introduction 75
4.2 Related Work 78
4.3 Data Preparation 79
4.4 Implicit Semantics of Redirection 81
4.5 Analyzing the Redirection Graphs 83
4.6 Conclusion 85



Contents 7

5 Analysis of Large Integrated KGs for Economics, Banking,
and Finance 87
5.1 Introduction 87
5.2 Integrating Knowledge Graphs 89
5.3 Analyzing the Integrated KG 91
5.4 Discussion 97
5.5 Conclusion and Future Work 98

6 Examining LGBTQ+-related Concepts 101
6.1 Introduction 101
6.2 LGBTQ+ConceptualModels andRelatedWork 105
6.3 Data Engineering 107
6.4 Research Scenarios 114
6.5 Discussion 123
6.6 Conclusion and Future Work 124

7 Conclusion and Future Work 127
7.1 Conclusion 127
7.2 Discussion 130
7.3 Future Work 134
7.4 Declaration on Generative A.I. 137

a Prefixes of Namespaces 139
b Pilot Study: ResolvingCyclic Class SubsumptionRelations 141
c Scientific Contribution 143

C.1 Publication, Presentation, and Contribution 143
C.2 Code and Datasets Published and Archived 148
C.3 Disclaimer 149

Bibliography 151
Biografie en Curriculum Vitae in het Nederlands 159
SIKS dissertatiereeks 161
List of Figures 176
List of Tables 179



Contents 1

LIST OF ACRONYMS AND ABBREVIATIONS

AI/A.I. Artificial Intelligence
CC Connected Component
DAG Directed Acyclic Graph
DID Decentralized Identifiers
DOI Digital Object Identifier
FAIR Findability, Accessibility, Interoperability, Reusability.
FAS Feedback Arc Set
GRC Global Reaching Centrality
GSSO Gender, Sex, and Sex Orientation Ontology
IRI Internationalized Resource Identifiers
KG Knowledge Graph
LCSH Library of Congress Subject Headings
LOD Linked Open Data
LGBTQ+ LGBTQ stands for lesbian, gay, bisexual, transgender, and queer. The ‘+’

holds space for the expanding and new understanding of different parts of
the very diverse gender and sexual identities.

MAXSAT The Maximum Satisfiability problem
MWFAS Minimum Weighted Feedback Arc Set
OWL Web Ontology Language
QLIT Queer Literature Indexing Thesaurus
RDF Resource Description Framework
RDFS RDF Schema
RQ Research Question
SAT Boolean satisfiability problem
SMT Satisfiability Modulo Theory
SCC Stronly Connected Component
SHACL Shapes Constraint Language
UI User Interface
UNAUniqueNameAssumption. Its various definitions in this thesis include nUNA

(naive UNA), iUNA (internal UNA), and qUNA (quasi UNA).
URI Uniform Resource Identifier
WCC Weakly Connected Component



S A M E N VAT T I N G ( N E D E R L A N D S )

Dit werk richt zich op een specifiek formaat voor kennisrepresentatie, namelijk ken-
nisgrafen, waarbij knopen entiteiten voorstellen en verbindingen relaties aanduiden.
Het integreren vanmeerdere kennisgrafen kan rijkere informatiebronnen opleveren,
maar ook leiden tot ongewenste structuren en zelfs logische inconsistenties. Daarom
zijn verfijningsmethoden die dergelijke problemen opsporen en corrigeren essen-
tieel. Schaal is ook van belang. Problemen die eenvoudig zijn bij kleine kennis-
grafen worden aanzienlijk complexer op grotere schaal. Het aanpakken van deze
uitdagingen vereist data-analyse, algoritme-ontwikkeling en rigoureuze evaluatie.
Dit proefschrift onderzoekt kernproblemen in grote, geïntegreerde kennisgrafen—
zoals identiteit, oorzaken van fouten en kennisevolutie. De gebruikte tools voor anal-
yse en verfijning maken gebruik van grafentheorie, geautomatiseerd redeneren en
meer.

Transitieve relaties zijn alomtegenwoordig in kennisgrafen—voorbeelden zijn
klassesubsumptie, deel-geheel-hiërarchieën en afstamming. Echter, transitiviteit
kan kleine fouten tijdens integratie ver buiten hun lokale context verspreiden. We
breiden ons onderzoek uit naar relaties die bedoeld zijn om zowel transitief als anti-
symmetrisch te gebruiken, zelfs als dit niet formeel is vastgelegd. We noemen deze
pseudo-transitieve relaties. Hoofdstuk 2 introduceert een algoritme en de bijbehorende
benchmark, bestaande uit verschillende grafenmet transitieve en pseudo-transitieve
relaties, compleet met handmatig gelabelde gouden standaarden en referentiemeth-
oden. We stellen nieuwe analysemethoden voor en introduceren een algoritme voor
het verfijnen van kennisgrafen met dergelijke relaties. Ons algoritme onderzoekt
de grafstructuur. Traditioneel worden herhaalde uitspraken als logisch equivalent
beschouwd en tijdens integratie genegeerd. In geïntegreerde kennisgrafen is het
echter mogelijk bij te houden hoeveel brongrafen elke uitspraak bevestigen, geïn-
terpreteerd als gewichten. Uitgaande van de intuïtie dat uitspraken die door meer
bronnen worden ondersteund een hogere kans hebben om correct zijn, breiden we
ons algoritme uit met een wegingsschema dat heuristisch verdachte verbindingen
identificeert en verwijdert om acycliciteit te herstellen.

Een speciaal geval van transitieve relaties is de identiteitsrelatie, die stelt dat
twee entiteiten naar hetzelfde concept verwijzen. De subgraaf gevormd door deze
verbindingen staat bekend als de identiteitsgraaf. Hoofdstuk 3 richt zich op het ver-
fijnen van zulke grafen. Het bepalen van de juiste representatie van een concept—
vooral wanneer dit wordt gemodelleerd als een cluster van onderling verbonden en-
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titeiten—kan lastig zijn. Fouten kunnen leiden tot het onterecht samenvoegen van
niet-gerelateerde entiteiten. Meestal nemenwe aan dat elk gegevensbestand elk con-
cept met één entiteit representeert—dit staat bekend als de Unique Name Assump-
tion (UNA). In de praktijk faalt deze aanname vaak. Identiteitsuitspraken gaan vaak
over entiteiten die verschillende versies, talen of coderingen representeren. Om hi-
ermee rekening te houden in grote geïntegreerde kennisgrafen, definiëren we een
versoepelde aanname genaamd internal UNA (iUNA). Op basis van dit concept on-
twikkelenwenieuwe algoritmenvoor het detecteren en elimineren van foutieve iden-
titeitsuitspraken. In Hoofdstuk 4 bestuderen we de evolutie en dynamiek van ken-
nisgrafen door het analyseren van doorverwijzingen tussen entiteiten en de ketens
die ze vormen. We classificeren verschillende doorverwijsscenario’s en schatten het
aandeel van doorverwijzingen dat geïnterpreteerd kanworden als identiteitsrelaties.
Daarnaast analyseren we de statistische en grafentheoretische eigenschappen van
doorverwijsgrafen.

Terwijl de voorgaande hoofdstukken zich richten op het analyseren en verfijnen
van bestaande grootschalige geïntegreerde kennisgrafen, richt Hoofdstuk 5 zich op
een domeinspecifieke toepassing. We selecteren en integreren meerdere kennis-
grafen uit de domeinen economie, financiën en het bankwezen. Via statistische
en grafentheoretische analyse tonen we aan hoe integratie leidt tot entiteiten met
rijkere en completere informatie. De kwaliteit van de geïntegreerde graaf wordt
geëvalueerd door subgrafen te analyseren gevormd door identiteits- en (pseudo-
)transitieve relaties. We bestuderen ook de oorzaken van fouten en stellen metho-
den voor hun verfijning voor, waarbij we de voordelen van onze integratieaanpak
benadrukken.

Hoofdstuk 6 verkent een andere domeinspecifieke toepassing, gericht op
LGBTQ+-entiteiten en -relaties. We construeren een kennisgraaf over iden-
titeitsgerelateerde relaties binnen dit domein en analyseren de eigenschappen er-
van. We laten zien hoe uitdagingen zoals meertaligheid, conceptuele verschuiv-
ing en taalkundige ambiguïteit de complexiteit aanzienlijk verhogen en eerder
waargenomen problemen versterken.

Al met al stelt dit proefschrift een benadering voor die logisch redeneren combi-
neert met grafentheoretische analyse om grootschalige geïntegreerde kennisgrafen
te bestuderen en te verfijnen. Hoewel schaalbaarheid een blijvende uitdaging vormt,
tonen we de toepasbaarheid en effectiviteit van onze methodologie aan in verschil-
lende domeinen. Bovendien hebben we herbruikbare hulpmiddelen gecreëerd en
hun nut aangetoond, waarmee we bijdragen aan de basis voor toekomstig onder-
zoek.

Dit proefschrift is het resultaat van het promotieonderzoek van Shuai Wang, gefi-
nancierd door de NWO TOP-subsidie.





S U M M A RY ( E N G L I S H )

This work focuses on a specific knowledge representation format known as knowl-
edge graphs, where nodes represent entities and edges denote relations. Integrating
knowledge graphs can result in richer resources but also lead to undesirable struc-
tures and even logical inconsistencies. Therefore, refinement methods that detect
and correct such issues are essential. Scale matters. Problems that are easy for small
knowledge graphs can become significantly more challenging at scale. Addressing
these challenges requires data analysis, algorithm development, and rigorous eval-
uation. This thesis investigates key issues in large, integrated knowledge graphs—
such as identity, error sources, and knowledge evolution. Tools used for analysis
and refinement take advantage of graph theory, automated reasoning, and more.

Transitive relations are ubiquitous in knowledge graphs—examples include class
subsumption, part-whole hierarchies, and concept specification. However, transitiv-
ity can propagate small errors far beyond their local contexts as a result of integration.
We extend our investigation to relations that are intended to be both transitive and
antisymmetric, even if not formally declared. We refer to these as pseudo-transitive
relations. Chapter 2 introduces an algorithm and the corresponding benchmark com-
prising several graphs of transitive and pseudo-transitive relations, complete with
hand-labeled gold standards and baselinemethods. We propose new analyticalmea-
sures and introduce an algorithm for refining knowledge graphs with such relations.
Our algorithm inspects the graph structure. Traditionally, repeated statements are
treated as logically equivalent and are discarded during integration. However, it
is possible to track how many source graphs assert each statement, interpreted as
weights. Building on the intuition that statements supported by more sources are
more likely to be correct, we extend our algorithm with a weighting scheme that
heuristically identifies and removes suspect edges to restore acyclicity.

A special case of transitive relations is the identity relation, which asserts that two
entities refer to the same concept. The subgraph formed by these assertions is known
as the identity graph. Chapter 3 focuses on refining such graphs. Determining the cor-
rect representation of a concept—especiallywhenmodeled as a cluster of interlinked
entities—can be challenging. Errors here may result in falsely merging clusters of
unrelated entities. Typically, we assume that each dataset represents each concept
with a single entity—this is known as the Unique Name Assumption (UNA). In prac-
tice, however, this assumption often fails. Identity assertions frequently involve enti-
ties representing different versions, languages, or encodings. To account for this for
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large integrated knowledge graphs, we define a relaxed assumption called internal
UNA (iUNA). Based on this notion, we develop a new algorithm for detecting and
eliminating erroneous identity statements.

In Chapter 4, we study the evolution and dynamics of knowledge graphs by ana-
lyzing entity redirections and the chains they form. We classify different redirection
scenarios and estimate the proportion of redirects that can be interpreted as iden-
tity links. Additionally, we analyze the statistical and graph-theoretic properties of
redirection graphs.

While the previous chapters focus on analyzing and refining existing large-scale
integrated knowledge graphs, Chapter 5 turns to a domain-specific application. We
select and integrate multiple knowledge graphs from the domains of economics, fi-
nance, and banking. Through statistical and graph-theoretic analysis, we demon-
strate how integration yields entities with richer, more complete information. The
quality of the integrated graph is evaluated by analyzing subgraphs formed by iden-
tity and (pseudo-)transitive relations. We also study the sources of errors and pro-
pose methods for their refinement, highlighting the benefits of our integration ap-
proach.

Chapter 6 explores another domain-specific application, focusing on LGBTQ+ en-
tities and relations. We construct a knowledge graph about identity-related relations
in this domain and analyze its properties. We show how challenges such as multilin-
gualism, conceptual drift, and linguistic ambiguity significantly increase complexity,
amplifying issues previously observed. We demonstrate how our knowledge graph
can be used to address these problems.

Overall, this thesis proposes an approach that combines logical reasoning with
graph-theoretic analysis to study and refine large-scale integrated knowledge
graphs. Although scalability remains a challenge, we demonstrate the applicability
and effectiveness of our methodology using two domain applications. Furthermore,
we have created reusable resources and showcased their utility, contributing to the
foundation for future research.

This thesis is the result of Shuai Wang’s PhD research, funded by the NWO TOP
grant.



AC K N OW L E D G E M E N T S

Excellence is never an accident. It
is always the result of high
intention, sincere effort, and
intelligent execution; it represents
the wise choice of many
alternatives –choice, not chance,
determines your destiny.

Aristotle

I still vividly remember the night when I was among the audience in the Ordos
Concert Hall, uncertain about my future while preparing for the National College
Entrance Examination. On stage was Marcos Vinicius, a classical guitarist. He re-
counted how he first encountered a guitar at the age of five —a love at first sight
that would shape his life. Since that moment, he has performed with unwavering
passion, pouring his heart into every note, no matter the place or audience. I felt
the same spark of passion while reading about Artificial Intelligence in the Chinese
translation of Roger Penrose’s book The Emperor’s New Mind1 [54]. The idea of be-
coming a scientist had begun to take shape in my mind, but it remained somewhat
vague until I met my tutor, Igor Potapov. Igor, I am extremely fortunate to have had
you as my tutor at the beginning of this journey. You have not only provided invalu-
able guidance for my studies and career but also stood by me during some of the
darkest days of my life—especially when I came out as gay to my family, in anger
and tears. Your support meant the world to me. I am deeply grateful for everything
you have done for me, which was the light that led me to this Ph.D.

For this thesis, I wish to express my deepest gratitude to my supervisors, Frank
van Harmelen, Peter Bloem, and Joe Raad. Frank, I feel incredibly privileged to have
you as my promoter and to have been supported by the prestigious NWOTOP grant.
Your mentorship has been transformative; you taught me the value of collaboration,
empathy, and embracing mistakes as opportunities to grow. You have been a true
role model, constantly learning, adapting, and guiding the team towards paths of
greatest potential. Your contagious enthusiasm and limitless energy greatly influ-
enced me. You have shown me not only how to craft sentences that are clear and

1 https://en.wikipedia.org/wiki/The_Emperor%27s_New_Mind
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meaningful but also how to make them inspiring. Above all, I am profoundly grate-
ful for your unwavering support during my struggles with depression. Your belief
in me, even when I doubted myself, has made all the difference. Thank you for your
guidance, encouragement, and faith in my abilities.

Peter, you have been an incredible source of support throughout this entire jour-
ney. I cannot thank you enough for everything you have done. There have been
many moments when I felt drained or uncertain, but your encouragement has al-
ways helped me regain my energy and motivation. You not only offered guidance
in refining my research, but also pushed me to improve my communication skills,
which has been invaluable in making my work clearer and more impactful. You pa-
tiently highlighted the mistakes I made in experimental design, helped improve the
organization of my paragraphs, and thoroughly reviewed my writing. Your close
guidance and mentorship have been essential in shaping this journey. I truly cannot
imagine going through this process without your constant support and thoughtful
advice. Thank you for being such a dedicated and supportive supervisor!

Joe, you are such a great researcher with skills and qualities that sometimes make
me jealous. You showed me how to design projects that have an impact. I often find
myself leaving meetings full of inspiration and an urge to get things done. I will
never forget the nights we chased deadlines and modified our rebuttals. I am very
lucky to have you as a supervisor, a co-author, a mentor, and a friend!

I find the colleagues in the Knowledge Representation and Reasoning (KR&R)
group very supportive. A special thanks toWouter Beek, whose data and research re-
sults play a crucial role in this thesis. I am thankful tomy colleagues: Ting Liu, Albert
Meroño-Peñuela, Ali Khalili, Márk Adamik, Majid Mohammadi, Andreas Sauter,
Romana Pernisch, Lise Stork, Ilaria Tiddi, Jan-Christoph Kalo, Loan Ho, Taewoon
(Tae)Kim, TaranehYounesian, Daniel Daza, XuWang, Selene Baez Santamaria, Dim-
itris Alivanistos, to name a few. It has been a great joy to work and hang out with
such wonderful colleagues. A T-break without Erman Acar is like a break without
the tea; a cigarette without Nikos (Nikolaos Kondylidis) is like smoking without the
Nicotine. I will try to becomemore skilled at cello so that I can jamwith Benno Kruit
in the future!

I am sincerely grateful for the support from Jacco van Ossenbruggen and Ronald
Siebes. It has been a pleasure working with you over the past two years. I am espe-
cially grateful for your encouragement and the motivating conversations that kept
me focused and inspired throughout this PhD journey. Equivalently, thanks to all
the colleagues in the User-centric Data Science (UCDS) group. I appreciate the ad-
vice from Victor de Boer, Emma Beauxis-Aussalet, Elena Beretta, Richard Zijdeman,
Margherita Martorana, Roderick van der Weerdt, Go Sugimoto, Xander Wilcke, An-
drei Nesterov, Sarah Binta Alam Shoilee, and colleagues. Xueli Pan, I cannot thank
you enough for all the support you have givenme, especially during this finalmile to-
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ward completing my PhD. I sincerely thank Angelica Manari, Tobias Kuhn, and An-
dré Valdestilhas for their invaluable collaboration on the FAIR Expertise Hub Project.
Finally, I would like to thank Mojca Lovrenčak, our secretary, for all the help over
the past few years!

Over the past year and a half, I have beenworking as the department data steward.
I would like to take this opportunity to thank a few colleagues that I have worked
closely with in the department and the faculty: Kees Verstoep, Jaap Heringa, and
Brett Olivier. My work has been kindly supported by the RDM team of the uni-
versity library, especially Lena Karvovskaya, Tycho Hofstra, Demet Yazilitaş, Mark
Bruyneel, Stephanie van de Sandt, Tim Veken, Meron Vermaas, Elisa Rodenburg,
Marcel Ras, and Abeer Pervaiz. Many thanks to everyone!

Apart from the supervisors and co-authors, some papers in this thesis have been
proofread by colleagues and experts in the field: Siska Humlesjö, Clair Kronk, Jacco
van Ossenbruggen, Xueli Pan, Majid Mohammadi, Xu Wang, and Jan-Christoph
Kalo. I appreciate the help and advice of Annette ten Teije, Margherita Martorana,
Ronald Siebes, Victor de Boer, Stefan Schlobach, Emma Beauxis-Aussalet, Michael
Simpson, Stefan Schlobach, JanWielemaker, Michael Cochez, Luigi Asprino,Wouter
Beek, and Jacopo Urbani. Reviews from anonymous reviewers, especially those of
ESWC and EKAW, are greatly appreciated. I have taken into account your construc-
tive suggestions and helpful comments. Thank you all!

During my PhD, I have served as a teaching assistant for several courses. Interact-
ing with students from diverse backgrounds and explaining concepts to them was
something I found enjoyable in academia. I have gained considerable insight into
teaching through Jakub Tomczak, Michael Cochez, Peter Bloem, Frank van Harme-
len, Annette ten Teije, and Stefan Schlobach. I am very lucky to have been the su-
pervisor of many excellent students (for their theses and group projects), includ-
ing Robin Stöhr, Hidde Makimei, Jeroen Klaver, Elif Ayten, Manar Attar, Daniel
Vlantis, Navroop K. Singh, Maria Adamidou, Tianyang Lu (Angela), Khaled Ra-
bata, Ata Turan Oguz, Idries Nasim, Tico van der Laan, Stein de Bever, Anna-Maja
Kazarian, Ikrame Zizar, Lucas de Vries, Guilherme Arashiro, and most recently
Mateusz Grzegorz Kędzia. Through co-supervising these students, I collaborated
with many internal and external researchers: Zhisheng Huang (VU), Ronald Siebes
(VU), Erwin Flomer (TU Twente & Kadaster), Alexandra Rowland (Kadaster), Ti-
bor Bosse (RUNijmegen), Gongjin Lan (VU), Jadran Sirotkovic (Accenture), Daniel
Formolo (VU), IvaGornishka (Amsterdam Intelligence), EirikKultorp (Triply),Wil-
fred van Buuren (IHLIA), Jack van der Wel (IHLIA/Homosaurus), Willem van
Peursen (ETCBC, VU), Siska Humlesjö (QLIT, Gothenburg University Library),
Olov Kriström (QLIT, Gothenburg University Library), Xander Wilcke (VU), Ty-
cho Hofstra (University Library, VU), Mark Bruyneel (University Library, VU),
Stephanie van de Sandt (University Library, VU), Hjalmar Snoep (Snoep Anima-
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tion), and most recently Jiancheng Weng (Beijing University of Technology). It is
incredibly exciting to see our results being published at prestigious international con-
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minology Today (MDTT). The publications underscore the importance of our find-
ings and the fruitful partnership with the aforementioned collaborators. Addition-
ally, I am honored to mention that the thesis project of Navroop won the prestigious
Open Science Community Amsterdam (OSCA) Award.

I consider myself extremely fortunate to have hadmy psychologist, Jennifer Stock,
who not only helped me overcomemy depression but also rediscovered my talent in
art. I amdeeply grateful for the understanding and support that I have received from
all ofmy friends, especially ShiyaZhou, JunyeQu,Wenjia Liu (Elix), Fan Li, andTom
Clements. Your presence in this journey has made a significant impact onme. I have
never lost hope completely during the depression or the pandemic because of you.
I have learned so much from my friends about the importance of loving oneself and
showing love to others. They are Łukas Koterba, Geoffrey Quak, Yngve M. Hereide,
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Throughout this PhD, the Chinese community has been incredibly supportive.
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1 I N T RO D U C T I O N

朝闻道，夕死可矣 (Know the way
at dawn; die without regret at
dusk).

Confucius

This chapter provides a general introduction to knowledge and its representation
in Section 1.1. To help readers better understand the thesis, preliminaries are in-
cluded in Section 1.2. Finally, the structure of the thesis and the research questions
are in Section 1.3.

1.1 Knowledge and its Representation

Imagine assembling Bertrand Russell, Sigmund Freud, Confucius, Erwin Olaf, Lo
Ta-yu, Liu Cixin, and Frank van Harmelen around the same table for a spirited ex-
change of ideas. What would their collective knowledge look like? Despite their
intellectual stature, the conversation might get off to a rocky start: language barriers
would pose immediate challenges, and even once those are bridged, disagreements
would likely emerge—not due to a lack of intelligence, but because each participant
holds distinct beliefs shaped by their backgrounds, cultures, and disciplines. Their
respective “knowledge bases”—rich but fallible—could include contradictions, gaps,
or outdated assumptions. As if that were not enough, their views would continue to
evolve with new experiences. To further complicate things, even shared vocabulary
mightmask divergentmeanings: a “queen” in one context is amonarch, in another a

13



14 introduction

chess piece, and elsewhere a pop icon; scientific terms like “autism” shift its scope as
research progresses; and cultural concepts such as “love” challenge universal under-
standing. In short, creating a coherent collective knowledge from such a gathering
is no simple task. It is precisely this kind of challenge that motivates this research.

A means of capturing their knowledge is to use knowledge graphs (KGs). A knowl-
edge graph consists of entities and their relations. Figure 1 is an example based on
information retrieved from the Mathematics Genealogy Project,1 a large knowledge
base where the supervisory relationship between scientists is captured. In this case,
scientists are the entities in the KG. An arrow in the graph represents a supervi-
sory relationship, e.g., Bertrand A.W. Russell was a supervisor of Ludwig Wittgen-
stein. To avoid confusion in cases like J. Bernoulli, we associate a unique identi-
fier with each entity. In practice, we use the Uniform Resource Identifier (URI),
or more generally, the IRI (Internationalized Resource Identifier), which extends
URI by allowing for the use of Unicode characters that include those outside the
ASCII character set. In the ambiguous case of “J. Bernoulli”, Jacob Bernoulli2 was
assigned the http://dbpedia.org/resource/Jacob_Bernoulli and his brother
and student Johann Bernoulli3 was assigned http://dbpedia.org/resource/Joh

ann_Bernoulli. Here, we have http://dbpedia.org/resource/ as the names-
pace. To avoid using such long URIs everywhere in the text, prefix was introduced.
The prefix dbr corresponds to http://dbpedia.org/resource/. Thus, we have
dbr:Johann_Bernoulli and dbr:Jacob_Bernoulli, respectively. The list of prefix
used in this thesis is summarized in Appendix A. Using the prefix genealogy for the
namespace https://example.org/genealogy/, we can introduce an URI for the
supervisory relationship, e.g. genealogy:is_a_supervisor_of. We can write the
relationship between them in the format of a triple such as (dbr:Jacob_Bernoulli,
genealogy:is_a_supervisor_of, dbr:Johann_Bernoulli).

This KG is not always free from errors and missing information during its con-
struction. For many knowledge graphs, operations were applied after the initial
construction to identify erroneous links and add missing information [52]. Such
post-processing operations are called refinement [52]. For example, in Figure 1, we
observed a cycle between Euler, Lagrange, and Laplace. Although such cycles are
possible, it is not quite plausible in reality. Structural insights can assist in identify-
ing potential error locations, though determining which edge to eliminate still poses
a challenge. Moreover, it is unlikely that Gottfried W. Leibniz is the supervisor of
Friedrich Leibniz, his father (according to Wikipedia4). Thus, we remove the green
edge. Finally, we observe that Michel Chasles appears twice in the graph. We could

1 https://www.genealogy.math.ndsu.nodak.edu/
2 https://en.wikipedia.org/wiki/Jacob_Bernoulli
3 https://en.wikipedia.org/wiki/Johann_Bernoulli
4 https://en.wikipedia.org/wiki/Friedrich_Leibniz

http://dbpedia.org/resource/Jacob_Bernoulli
http://dbpedia.org/resource/Johann_Bernoulli
http://dbpedia.org/resource/Johann_Bernoulli
http://dbpedia.org/resource/
http://dbpedia.org/resource/
https://example.org/genealogy/
https://www.genealogy.math.ndsu.nodak.edu/
https://en.wikipedia.org/wiki/Jacob_Bernoulli
https://en.wikipedia.org/wiki/Johann_Bernoulli
https://en.wikipedia.org/wiki/Friedrich_Leibniz
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Figure 1: AsampleKGwith links representing “is a supervisor of” extracted
from theMathematics Genealogy Project. The green and red links
are mistaken links introduced by the author to demonstrate the
process of refinement. Text in red indicates redundancy, which is
an error in this case. The cover of this thesis is an abstract represen-
tation of the repeated patterns of “inheritance” and “innovation”.

remove one and finish the refinement process. The process of adding information
(for example, adding new labels, multilingual information, new relations) is often
called enrichment. Although enriching KGs is a significant subject, the primary focus
of this thesis is on analysis and refinement.
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More specifically, this thesis focuses on the analysis and refinement of large inte-
grated knowledge graphs constructed from multiple sources of the linked open data
cloud, a.k.a. LOD cloud. There are links about identity relations, concept subsump-
tion relationships, aswell as identification andprovenance information. These errors
will not only be harmful to the quality of KGs but also have some negative impact
on their applications. However, maintaining high quality for such large KGs can
be difficult. As we shall see in this thesis, problems that are not seriously harmful
on a small scale can become very difficult to handle on a much larger scale as the
complexity accumulates.

1.2 Preliminaries

In this section, we provide the preliminaries. Section 1.2.1 introduces the basic con-
cepts and definitions of linked data and the semantic web. Section 1.2.2 provides the
basics of graph theory, graph algorithms, their complexity, and related tools.

1.2.1 Knowledge Representation, Linked Data, and Semantic Web

The study of formal representation of knowledge in computer science is arguably as
old as the subject itself. Knowledge bases are commonly used to refer to information
organized in a structured way with the ability to integrate new facts. Knowledge
bases that take advantage of semantic technologies and references to concepts in
each other become linked data. As more and more such data are published on the
web as open source, they are often referred to as the Linked Open Data cloud, a.k.a.
LOD cloud. Linked data, together with other means of semantic representation and
related techniques, extend theWorldWideWeb to form the semantic web. In this the-
sis, all the KGswe study are constructed from linked open data. KGs differ fromdata
graphs due to their adoption of semantics, with key concepts such as classes, prop-
erties, subclass subsumption relations, subproperty relations, domain and range re-
strictions [4]. Such semantics rely on the use of RDF, RDFS, as well as OWL and
other languages. OWL is a richer language than RDF/RDFS [4].

Uniform Resource Identifiers (URIs) are unique identifiers for the representation
of abstract or physical resources, with their representation limited to ASCII. Inter-
nationalized Resource Identifiers (IRIs) extend URIs by permitting a wider range
of Unicode characters [49, 76]. Relations are represented as triples in the form of a
construct (𝑠, 𝑟, 𝑜), where 𝑠 is the subject, 𝑟 ∈ 𝑅 is the property, and 𝑜 is the object. The
subject can be an IRI or a blank node. The predicate should be an IRI of the relation.
The object is an IRI, blank node, or literal. A literal can be a number, a string, a date,
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etc. Here, the “resources” should be understood as not only “things” like persons,
animal species, mathematical symbols, historical events, cities, but also abstract enti-
ties, including the societal attitudes towards abortion5, a template ofwebpages about
other entities, a generic class of abstract concepts, etc. DBpedia has its foundation
based on data extracted fromWikipedia. An example is an abstract entity6 represent-
ing the disambiguation of “dreams” in different contexts: the novel by Ivan Bunin
published in 1904, an India Hindi film in 2005, a song by The Cranberries in 1992,
etc. There are disambiguation links to the corresponding entities.

The example of supervisory relations in the previous section is not enough to
provide all the information about each scientist (e.g., the birthplace of the scientists
and their publications). Integrating multiple KGs can result in richer information.
However, such integration raises challenges regarding how the same entity and its
relations are represented across different KGs. To address this, identity links are in-
troduced, which assert that two entities in different KGs refer to the same real-world
entity. By linking entities through identity links, it becomes possible to retain and
manage entities locally within their original graphs while sharing and reusing their
descriptive information globally – these links can be used for retrieving related in-
formation about entities from different resources and perspectives. The set of such
identity relations is called a linkset. In the context of ontology, the term often em-
ployed is alignment (and can also include other relations such as skos:broader). In
cases without ambiguity, a more general term, mapping, is utilized. Despite their
utility, these mappings are prone to errors. Moreover, there can be multiple entities
representing the same concept, so duplicates are common in large integrated graphs.

The Unique Name Assumption (UNA) [87] supposes that two terms in the same
knowledge base with distinct names (IRIs in the context of the thesis) do not refer
to the same real-world entity. However, in practice, the UNA does not always hold
due to redundant IRIs that capture various encodings, languages, namespaces, ver-
sions, letter cases, etc. The identity relations between such IRIs are often captured
by constructs of owl:sameAs. For instance, (v1:dog, owl:sameAs, v2:Dog). Despite
that the UNA does not hold for integrated knowledge graphs, some previous work
showed that it can be used for refinement purposes with some adaption [69].

Maintaining multiple large KGs can be difficult. Knowledge engineers need to
handle multilingual issues, understand mismatches between different versions and
encodings, resolve inconsistency, remove duplicates, etc. These very large KGs dis-
playmodern phenomena that are not explained by standardmodel-theoretic seman-
tics [70]. A significant part of this thesis focuses on very large (integrated) KGs and
their subgraphs. Indicating the order of scale of data used in this thesis, the LOD-a-

5 https://dbpedia.org/page/Societal_attitudes_towards_abortion.
6 The DBpedia entity dbr:Dreams_(disambiguation) that was constructed using the

Wikipedia page https://en.wikipedia.org/wiki/Dreams_(disambiguation).

https://dbpedia.org/page/Societal_attitudes_towards_abortion
dbr:Dreams_(disambiguation)
https://en.wikipedia.org/wiki/Dreams_(disambiguation)
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lot is a KG merged from 650K datasets crawled from the LOD Cloud in 2015 [26].
It contains over 28 billion triples, making it one of the largest publicly available
KGs. Additionally, we examine its subgraphs, such as the identity graph sameAs.cc,
which encompasses 558million unique owl:sameAs statements [7]. Thismakes it im-
possible to assess each and every link manually while keeping track of their sources.
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Figure 2: The “logic kernel” of LOD-a-lot. Red edges are additional edges
not included in the original design (indicated in black) of RDF,
RDFS, or OWL.

Next, we show some key classes and their relations as well as their representa-
tion and relations in the LOD-a-lot. Figure 2 is the (integrated) “logic kernel” of
LOD-a-lot. The black edges are from the definitions of RDF7, RDFS8, and OWL9. As
illustrated, there are additional edges (in red)10 that have been included in the LOD
cloud (and thus collected and integrated to the LOD-a-lot) which “hacked” the orig-
inal design of logical foundation of RDF, RDFS, and OWL. These additional edges
can lead to confusion and errors, particularly when considered in logical inference.

7 https://www.w3.org/1999/02/22-rdf-syntax-ns#.
8 https://www.w3.org/2000/01/rdf-schema#.
9 https://www.w3.org/2002/07/owl#.

10 These additional edges were first generated using the Python script available on
GitHub at https://github.com/shuaiwangvu/Logical_Inconsistency_LOD.
The author then manually revised them and selected representative edges in this
example. Many more edges were reported but not included in the figure.

https://www.w3.org/1999/02/22-rdf-syntax-ns#
https://www.w3.org/2000/01/rdf-schema#
https://www.w3.org/2002/07/owl#
https://github.com/shuaiwangvu/Logical_Inconsistency_LOD
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The LOD-a-lot is not only erroneous but can be also difficult to refine, especially con-
sidering its scale. This is because many mistakes were inherited in the integration.
This analysis shows that it requires specially designed algorithms, which are to be
presented in the remaining chapters of this thesis.

1.2.2 Knowledge Graphs, Properties, and Refinement

A knowledge graph can be treated as a directed and labeled graph 𝐺 = ⟨𝑉, 𝐸, 𝐿, 𝑙⟩,
where 𝑉 is the set of vertices (nodes), 𝐸 ⊆ 𝑉 × 𝑉 the set of relations (edges), and
𝐿 is the set of edge labels [76]. 𝑙 ∶ 𝐸 → 2𝐿 is a function that assigns to each edge
in 𝐸 a set of labels belonging to 𝐿. The nodes 𝑉 can be IRIs (denoted 𝐼), literals,
or blank nodes. For some specific relations 𝑅 ⊆ 𝐿, we denote 𝐺𝑅 = ⟨𝑉𝑅, 𝐸𝑅⟩ the
edge-induced subgraph that only includes those edges whose labels are in 𝑅, with
𝑉𝑅 ⊆ 𝑉 and 𝐸𝑅 ⊆ 𝐸. When the relations in 𝑅 are about identity, the corresponding
subgraph can be called the identity graph.

An integrated KG [76] G = ⟨V,E,L, l⟩ is a combination of a set of 𝑁 knowledge
graphs {𝐺1, … , 𝐺𝑁} where V = 𝑉1 ∪ … ∪ 𝑉𝑁 , E = 𝐸1 ∪ … ∪ 𝐸𝑁 , and L = 𝐿1 ∪
… ∪ 𝐿𝑁 . A function l ∶ E → 2l assigns to each edge a set of labels, which is the
union of the labels: l(𝑒) = 𝑙1(𝑒) ∪ … ∪ 𝑙𝑁(𝑒). This definition takes advantage of
the set union operation and does not consider how many times the edge appears
in each graph in integration. This accords with the semantics: repeated statements
can not introduce additional information and can thus be omitted. Alternatively, the
resulting integrated KG can be viewed as a directed multigraph (with self-loops). A
weight function can be introduced, e.g., in Chapter 3, to capture the number of edges
with the same label. The weight represents the number of graphs integrated with a
specified edge.

A Strongly Connected Component (SCC) of a directed graph is a set of vertices
where any two of its vertices are connected by a path (i.e. the corresponding sub-
graph is strongly connected) and is maximal for this property: no additional edges
or vertices can be included in the subgraph without breaking strong connectivity.
Weakly Connected Components (WCCs) of a directed graph are defined in a similar
way, except that the direction of edges is ignored. The process of removing edges
from SCCs to make them acyclic is called resolving cycles, and the resulting graph
without cycles is a Directed Acyclic Graph (DAG) [86]. In the case where all rela-
tions are symmetric, the (sub)graph can be considered an undirected graph. For an
undirected graph, a Connected Component (CC) is a group of vertices where there
is a path between any two vertices in the group. When restricted to a specific sym-
metric relation, a weakly connected component of the corresponding directed graph
is the same set of vertices as that of the connected component of the corresponding
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Figure 3: An example graph and its variants (from left: 𝐺, 𝐺𝑆𝐶𝐶, 𝐺′, 𝐺′𝑆𝐶𝐶).
𝐺′ is obtained by removing cycles with two entities from 𝐺.

undirected graph. In practice, these components can also refer to the corresponding
subgraphs. In an ideal case, logical properties should be reflected in the graph struc-
tures, and vice versa. For instance, an asymmetric relation’s two-node cycle implies
inconsistency. Likewise, self-loops are invalid for irreflexive relations. In contexts
where there is no confusion, the definitions of components above could also refer to
the subgraph about the selected vertices.

In an ideal case, logical properties should be reflected in the graph structures,
and vice versa. For instance, in a graph of asymmetric relations, a two-node cycle
implies inconsistency. Likewise, self-loops are invalid for irreflexive relations. When
studying class subsumption relations where 𝑝 is restricted to rdfs:subClassOf, the
subgraph is solely about the subsumption relations on classes, which is a directed
graph with self-loops. Cyclic class relations can be in the form 𝐴 ⊑ 𝐴 (a reflexive
relation; self-loop), or 𝐴 ⊑ 𝐵 and 𝐵 ⊑ 𝐴 (size two cycle), or more generally 𝐴1 ⊑
𝐴2 ⊑ … ⊑ 𝐴𝑁 ⊑ 𝐴1 (size N).

Figure 3 presents an example of a graph 𝐺 with its introduced variants: 𝐺𝑆𝐶𝐶,
𝐺′, and 𝐺′𝑆𝐶𝐶. Note that cycles of size two are not necessarily SCCs of size two
as they can be nested into other cycles and form a bigger SCC (e.g., size-two cycle
between node 5 and 6). 𝐺′ is a graph with size-two cycles removed11 and 𝐺′𝑆𝐶𝐶 is
the corresponding graph of SCCs (containing only one SCC).

There are efficient algorithms for computing the SCCs of a graph, such as Tarjan
[36], which take linear time 𝒪(|𝑉| + |𝐸|) assuming constant time to retrieve edges.
It is useful to know that cycles in a graph 𝐺 can never span across multiple SCCs
(since if there were any such cycle, the SCCs involved would form a bigger SCC,
which contradicts its maximality w.r.t. strong connectivity). Therefore, since the
cycles in 𝐺 are always contained inside a single SCC, and since the collection of all

11 Given that the number of nodes involved in such size-two cycles can be significantly
fewer than that in SCCs, one can take them formanual assessmentwhen the quantity
of such pairs is significantly restricted.
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SCCs of 𝐺 forms a partition of the vertices of 𝐺, we can safely divide-and-conquer
the process of resolving cycles in 𝐺 across all SCCs of 𝐺. This allows us to focus the
cycle resolution locally in comparison with inefficiently and exhaustively listing all
simple cycles as in [82].

A pilot case study on the refinement of a graph of class subsumption (i.e., a sub-
graph restricting the relation to rdfs:subClassOf) is included in Appendix B. As the
pilot study shows, this thesis takes a hybrid approach: we take into consideration
not only logical properties (class subsumption in this case study), knowledge repre-
sentation, and automated reasoning, but also graph properties (cycles and strongly
connected components in this case study) and related tools. Next, we present the
research questions in this thesis and its structure.

1.3 Research Questions and Thesis Structure

Debugging a small KG can be done manually by conducting a detailed examination
of its structure and reviewing triples where errors are present. Validation of larger
KGs can be done using the Shapes Constraint Language12 (SHACL), performing cor-
rectness checks based on patterns [20], or using inference engines for the detection
of inconsistency in KGs [52]. As the scale of KGs increases and when integration
is taken into consideration, new scalable algorithms may need to be designed that
take into account different information beyond the explicit representation of triples.
Due to the lack of gold standards and ground truth, measuring the performance of
such algorithms can be challenging. This leads to the main research question of this
thesis.

How can we take advantage of the graph structure of large integrated knowl-
edge graphs for analysis and refinement?

12 https://www.w3.org/TR/shacl/

https://www.w3.org/TR/shacl/
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This main research question has been grounded in research projects that have
been captured in the following chapters as illustrated in Figure 4. Chapter 2 focuses
on the refinement of graphs of relations that suggest transitivity. Chapter 3 takes ad-
vantage of the UNA for the refinement of the identity graphs. We provide a study of
KG evolution by understanding the problems of redirection of URIs for the entities
in the identity graph in Chapter 4. This thesis also includes some domain applica-
tions. An examination of KGs and their integration in domains of Economics, Law,
and Finance was carried out in Chapter 5. An in-depth study of LGBTQ+ concepts
in the semantic web and their relations in Chapter 6. Finally, we end the thesis with
conclusions and some future work in Chapter 7. Next, we provide details of our
research questions in each chapter with a summary of their methodology.

Chapter 2 studies the refinement of subgraphs corresponding to relations that
suggest transitivity, such as dbo:isPartOf, skos:broader, and dbo:subsequentWork.
More specifically, we use pseudo-transitivity for cases where the transitivity is for-
mally asserted (see Chapter 2 for the definition). Our first research question of the
thesis is below.

RQ1.1: How can we design algorithms to make knowledge graphs acyclic with re-
spect to specific transitive or pseudo-transitive relations, while preserving as
much original information as possible?

Chapter 2 presents an algorithm with an SMT solver employed to refine transi-
tive and pseudo-transitive relations for large integrated KGs by removing as few
edges as possible to obtain acyclic graphs. Our approach is independent of domain
and language, with better precision than general-purpose graph-theoretical meth-
ods. We also discuss its scalability and efficiency. Following the intuition that the
more graphs contain certain statements, the more certain they are, we extend our al-
gorithm by allowing the use of weighting schemes to heuristically determine which
possibly erroneous edges should be removed to make the graph cycle-free. The re-
search corresponding to Chapter 2 has been published in the following papers.

• Shuai Wang, Joe Raad, Peter Bloem, and Frank van Harmelen. Refining tran-
sitive and pseudo-transitive relations at web scale. In Ruben Verborgh et al.,
editors, The Semantic Web - 18th International Conference, ESWC 2021, Virtual
Event, June 6-10, 2021, Proceedings, volume 12731 of Lecture Notes in Computer
Science, pages 249–264. Springer International Publishing, 2021.

• Shuai Wang, Peter Bloem, Joe Raad, and Frank van Harmelen. Submassive:
Resolving subclass cycles in very large knowledge graphs, 2020. Workshop
on Large Scale RDF Analytics, DOI: 10.48550/arXiv.2412.15829
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Next, we study the refinement of identity graphs using an adapted definition of
the Unique Name Assumption tailored to large integrated KGs in Chapter 3. It fo-
cuses on the following two research questions [87].

RQ2.1: How can we formally define and validate a Unique Name Assumption
(UNA) for large integrated knowledge graphs to support identity graph re-
finement?

RQ2.2: Can the UNA be used for the design of an algorithm to detect erroneous
identity links in practice reliably?

We develop new algorithms for the removal of mistaken identity statements. We
take a similar approach as Chapter 2 by employing an SMT solver. We also provide
some indicators and a manually annotated gold standard for evaluation. The results
have been published in the following paper [87].

• Shuai Wang, Joe Raad, Peter Bloem, and Frank van Harmelen. Refining large
integrated identity graphs using the Unique Name Assumption. In Catia
Pesquita et al., editors, The Semantic Web - 18th International Conference, ESWC
2023, Hersonissou, Greece, May 28 - June 1, 2023, Proceedings. Springer Nature,
2023.

The semantic web is dynamic, and so are the KGs relying on it. In Chapter 4,
we study the evolution of entities in large KGs by examining IRI redirection, a phe-
nomenon that is widely observed. Such redirection may occur due to an update of
the namespace, a different encoding scheme, or other reasons. We perform quanti-
tative analysis and study the semantics of redirection and investigate whether redi-
rection reflects the evolution of entities in the LOD cloud. Furthermore, we describe
characteristics of the graphs created by redirection links. More specifically, in Chap-
ter 4, we study the following two research questions [49].

RQ3.1: How can we interpret and model the implicit semantics of IRI redirection
in integrated identity graphs?

RQ3.2: What are the properties and structure of the redirection graphs?

Different from the approach of previous research questions, for RQ3.1, we obtain
and examine redirection chains. We classify the scenarios of redirection and esti-
mate the proportion of redirection that can be interpreted as identity links. As for
RQ3.2, we study the redirection graphs by performing some statistical analysis and
examining their graph-theoretical properties. The research in this chapter is based
on the following paper published in 2022:

• Idries Nasim, Shuai Wang, Joe Raad, Peter Bloem, and Frank van Harmelen.
What does it mean when your URIs are redirected? Examining identity and
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redirection in the LODcloud. InDamienGraux et al., editors,Proceedings of the
8th Workshop on Managing the Evolution and Preservation of the Data Web (MEP-
DaW) co-locatedwith the 21st International SemanticWebConference (ISWC2022),
Virtual event, October 23rd, 2022, volume 3339 of CEUR Workshop Proceedings,
pages 36–45. CEUR-WS.org, 2022.

The research in this thesis ends with two domain applications. The first one is
included in Chapter 5. We studied several aspects mentioned above in domain-
specific integrated KGs. More specifically, we selected and integrated some KGs
in economics, finance, and banking [76]. We demonstrate by statistical and graph-
theoretical analysis how integration results in more entities with richer informa-
tion [76]. We showed, when scaling down and restricting to a limited number of
domains, how some of the previously addressed issues can be manually resolved
with no problem-specific algorithms required (in contrast to the KGs in Chapter 2
and Chapter 3). Finally, we study the sources of error, their refinement, and discuss
the benefits of this integration. The research in this chapter has been published in
the following paper.

• Shuai Wang. On the analysis of large integrated knowledge graphs for eco-
nomics, banking and finance. In Maya Ramanath and Themis Palpanas, edi-
tors, Proceedings of the Workshops of the EDBT/ICDT 2022 Joint Conference, Edin-
burgh, UK, March 29, 2022, volume 3135 of CEURWorkshop Proceedings. CEUR-
WS.org, 2022.

We study the following two research questions. In comparison with the original
paper, the latter has been made explicit in this thesis.

RQ4.1: How can the integration of domain-specific KGs in finance and economics
enhance entity descriptions and contribute to identifying errors?

RQ4.2: How do refinement challenges differ between domain-specific and general-
purpose knowledge graphs?

The seconddomain application concerns amore complicated casewhere concepts
face ambiguity and drift in their semantics: LGBTQ+-related concepts. The research
in this chapter is based on the following spotlight paper [80].

• Shuai Wang and Maria Adamidou. Examining lgbtq+-related concepts in
the semantic web: Link discovery, concept drift, ambiguity, and multilingual
information reuse. InMehwishAlam et al., editors,Knowledge Engineering and
KnowledgeManagement, pages 1–17, Cham, 2025. Springer Nature Switzerland

RQ5.1: How can we construct a knowledge graph that captures identity-related
information regardingLGBTQ+concepts and their relations in representative
conceptual models?
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RQ5.2: How can the constructed knowledge graph be used to examine, enrich,
and maintain evolving LGBTQ+ representations, including link discovery,
change tracking, and multilingual enrichment?

As for RQ5.1, we construct a KG about LGBTQ+-related concepts by extracting
entities and identity-like relations from published ontologies, structured vocabular-
ies, and other conceptual models. We study RQ5.2 by demonstrating its use in three
cases: a) we use the KG obtained to find missing links between conceptual models,
b) we use the KG to help with identifying the change of concept, and c) we evaluate
how much multilingual information can be reused to enrich entities.

Finally, we conclude the thesis and present ideas for future research in Chapter 7.
The list of prefixes and namespaces used in this thesis, the index for tables, figures,
and a pilot study are in the appendix. The pilot study is based on the following
paper.

• Shuai Wang, Peter Bloem, Joe Raad, and Frank van Harmelen. Submassive:
Resolving subclass cycles in very large knowledge graphs, 2020. Workshop
on Large Scale RDF Analytics, DOI: 10.48550/arXiv.2412.15829

This thesis presents research studies on consistency, identity, source of error, evo-
lution, and many other aspects of such large integrated forms of knowledge. Figure
5 outlines the tasks of this thesis. As illustrated, the research studies in the chapters
share similar tasks. Together withmy coauthors, I performed data analysis (Chapter
2, 3, 4, 5, 6), constructed evaluation datasets through manual annotation (Chapter
2, 3, 4, 6), developed new algorithms, and benchmarked their performance (Chap-
ter 2, 3). Moreover, we attempted to explore the discovery of links between entities
(Chapter 4, 6) and the reuse of information from other datasets for the enrichment
of multilingual information (Chapter 6). In addition, we study the dynamics of KGs
with a focus on the drift of concepts and redirection ofURIs (Chapter 6). A summary
of the scientific contribution is in the Appendix C.
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2 R E F I N I N G KG S O F T R A N S I T I V E A N D
P S E U D O - T R A N S I T I V E R E L AT I O N S

I do not know what I may appear
to the world, but to myself I seem
to have been only like a boy
playing on the sea-shore, and
diverting myself in now and then
finding a smoother pebble or a
prettier shell than ordinary,
whilst the great ocean of truth lay
all undiscovered before me.

Isaac Newton

Combining knowledge graphs whose basis are linked data can result in undesir-
able graph structures and logical inconsistencies. Refinement methods that can de-
tect and repair such undesirable graph structures are therefore of crucial importance.
In this chapter, we provide an in-depth exploration of a challenge that encompasses
multiple datasets. These datasets are about both transitive relations and those we re-
fer to as “pseudo-transitive” relations [86]. We introduce an algorithm designed for
knowledge graph refinement which examines the graph’s structure and enables the
extension with weighting schemes [86]. These schemes heuristically assess which
potentially inaccurate edges should be eliminated to ensure the graph is cycle-free.
Before the end of this chapter, we provide manually labeled gold standards, as well
as benchmarks using them. This chapter is based on two papers [82,86]. The text of
this chapter is based on [86]. For completeness, we include a summary of an early
attempt in Appendix B.

2.1 Introduction

Integrating multiple knowledge graphs of linked data can result in logical inconsis-
tencies or undesirable graph structures. For transitive relations, this can result in
chains of relation instances forming complex nested cycles involving many entities
across datasets in the corresponding graph. In practice, even logically valid cycles

29
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may have negative consequences. For example, a cycle of rdfs:subClassOf triples
in an intended hierarchy enforces equality of all classes in the cycle, which may pre-
vent algorithms such as query expansion from termination. To ensure data quality,
refinement methods have been developed [52]. However, these methods often de-
pend on domain-specific functionalities [32], or limited to a specific relation (e.g.
owl:sameAs) [57,82] or suffer from limited scalability [82]. Such limitations call for
the development of scalable and domain-independent algorithms.

This chapter presents a new approach for detecting undesirable cycles in transi-
tive relations. It uses graph structural characteristics and a heuristic notion of reliabil-
ity of triples, without the need for any domain-dependent information such as labels,
comments and other textual information in context [32]. Our approach (i) is inde-
pendent fromdomain and language, (ii) has a better precision than general-purpose
graph-theoretical methods and (iii) maintains good scalability and efficiency.

Asmentioned inChapter 1, in an ideal scenario, the graph structure reflects logical
properties and vice versa. For example, when a relation is asymmetric, any cycle of
size two in its graph violates consistency. Similarly, for irreflexive relations any self-
loop is invalid. This suggests the use of graph-theoretic algorithms to detect logical
inconsistencies. In OWL, the transitivity of a relation is typically specified directly
through owl:TransitiveProperty. In this work, we extend to what we call pseudo-
transitive relations: that of a sub-property or the inverse of a (pseudo-)transitive rela-
tion and those whose intended semantics is assumed to be both transitive and anti-
symmetric, even if not formally asserted. In this chapter, we exclude equivalence
relations (e.g. owl:sameAs) and those whose (pseudo-)transitivity are mistakenly
asserted or implied on the LOD Cloud (e.g. foaf:knows).

Besides the graph structure, another feature to be used for the refinement of
knowledge graphs that is independent from domain and language is the reliability of
triples. While there can be different heuristics, we measure reliability of an edge by
counting the number of occurrences of this edge across datasets of the web-scale in-
tegrated graph. For small self-sufficient datasets, this feature is not of great value be-
cause the logical foundations of knowledge graphs dictate that repeated statements
in datasets are redundant. However, such a feature has been shown to be useful for
the ranking of documents and entities [31] and the identification of erroneous asser-
tions and improvement of data quality [14]when the sources of data are present. Fig-
ure 6 is an example subgraph of skos:broaderwith such weights extracted from the
LODLaundromat 2015 crawl [8]. It is more likely that dbc:Numbers is a broader than
dbc:Integers (weighting 72), while it is unlikely that dbc:Integers is a broader con-
cept for dbc:Numeral_systems (weighting 1), showing that weights can indicate the
reliability of edges. This example also shows that the relation between some entities
can be ambiguous, making it difficult to construct a perfect gold standard. For ex-
ample, some may believe that numbers are parts of numerical systems while others
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may think the study of numbers includes the study of numerical systems. Finally, it
also indicates that the weights of edges in the neighborhood can have an impact on
the reliability of edges.

dbc:Numeral_systems

dbc:Numbers dbc:Integers

dbc:Algebraic_numbers

1
27

20

1
2

72

41

Figure 6: An example subgraph of skos:broader with weights.

This chapter focuses on the research question. RQ1.1: How can we design al-
gorithms to make knowledge graphs acyclic with respect to specific transitive or
pseudo-transitive relations, while preserving as much original information as possi-
ble? We have two hypotheses. H1: By taking graph structural properties (how edges
are involved in complex nested cycles) into account, we canmake knowledge graphs
acyclic while removing fewer edges than graph theoretical methods. H2:Taking the
reliability of triples into account improves the accuracy for identifying erroneous
edges.

This chapter presents an algorithm to refine transitive and pseudo-transitive rela-
tions for large integrated knowledge graphs atweb scale by removing as few edges as
possible to obtain acyclic graphs. More specifically, the chapter makes the following
contributions.

1. A newmetric for the hardness of resolving cycles based on strongly connected
components.

2. A generic scalable approach for the refinement of (pseudo-)transitive rela-
tions using an SMT solver by exploiting SCCs.

3. An evaluation showing how taking into account the “reliability” of triples can
improve the precision of the graph refinement algorithm.

4. A dataset of several widely used (pseudo-)transitive relations with their reli-
ability weights.

5. A new gold standard of thousands of manually annotated triples to be used
in the evaluation and comparison of graph refinement algorithms.

This chapter is structured as follows: Section 2.2 discusses related work. Section 2.3
describes the dataset and analyses its complexity. Section 2.4 presents our approach
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for refining (pseudo-)transitive relations. Section 2.5 presents the implementation
details, our gold standard, and the conducted evaluation. Section 2.6 discusses the
results and concludes the chapter.

2.2 Related Work

2.2.1 Knowledge Graph Refinement Methods

According to Paulheim’s survey [52], there are twomain goals for knowledge graph
refinement methods: completing the knowledge graph with missing knowledge,
and correcting asserted information. This work falls into the latter category of ap-
proaches, as we aim at refining transitive and pseudo-transitive relations by remov-
ing edges that lead to unwanted cycles and are potentially erroneous. The clos-
est predecessor of our work is the approach by [82], introduced for refining edges
of rdfs:subClassOf by exhaustively listing simple cycles1 and removing minimal
edges so that the resulting graph is cycle free. However, this approach faces a com-
binatorial explosion when listing all simple cycles of large nested clusters, and there-
fore cannot be applied on some relations we study in this work. Sun et al. [66] pro-
pose similar strategies for removing edges causing cycles in a graph. However, this
approach requires inferring a graph hierarchy (e.g., using a Bayesian skill rating sys-
tem), and has been tested only on synthetic datasets and the Wikipedia category
graph. Another recent approach that targets the refinement of categorical and list
information is introduced by [32]. To our best understanding, this graph-based re-
finement approach relies on external information of hypernyms, and applies only to
English DBpedia categories and lists. Moreover, and similarly to the work presented
in [27], these approaches assume the existence of a hierarchy and takes advantage
of pre-defined roots. In this work, we show that such hierarchies are frequently vi-
olated in the Web, therefore the applicability of such approaches becomes limited
in such context. Finally, the graph-based approach presented in this work is similar
to other approaches that have also exploited the graph structure for detecting and
removing different types erroneous edges at the scale of the Web, such as type [53]
and identity links [57].

1 A simple cycle is a cycle in which the only repeated vertices are the first and last
vertices.
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2.2.2 General MWFAS Algorithms

In this sectionwediscuss general-purpose graph algorithms formaking graphs cycle-
free. When restricting to a single relation, the problem of resolving cycles is identical
to finding the Maximum Weighted Directed Acyclic Subgraph (MWDAS).2 Historically,
the removed edges are also called arcs and form a feedback arc set (FAS). Therefore,
the problem is equivalent to Minimum Weighted Feedback Arc Set (MWFAS), and we
will use these names for the rest of the chapter.

Existing algorithms either rely on an order using heuristics or remove all in-
coming or outgoing edges of each node to guarantee freedom from cycles. Other
FAS/MWFAS methods include a modified version of a depth-first search algorithm,
ant-inspired Monte Carlo algorithm [43], etc. These algorithms are not designed
to be extended to capture logical or other additional properties. The MWFAS prob-
lem belongs to Richard. M. Karp’s famous list of 21 NP–complete problems and is
APX-hard. Despite that there is a hard limit on its approximation quality, there are
polynomial-time approximation algorithms.

The following is a summary of some algorithms that scales to at least tens of mil-
lions of edges according to the paper [64], where more details are presented.

KwikSort(KS). The algorithm was inspired by the Quicksort algorithm. The un-
derlying idea is that the vertices can be sorted based on the number of back
arcs induced. Given a starting linear arrangement, the algorithm recursively
perform a sorting process by comparing against the pivot elements. The algo-
rithm runs at 𝒪(𝑛 log𝑛) when assuming the arc membership can be tested
in constant time. We use the implementation with optimisation by using
𝒪(𝑛 log𝑛) additional space. Since it takes a random initial linear arrange-
ment, it makes sense to take the best result out of several attempts within
time limit. The original paper used the best result of 200 runs.

Greedy(GRD). This algorithm greedily move all “sink-like” vertices and append
to a sequence 𝑠 and the “source-like” vertices and insert to the front of 𝑠. More
specifically, the existing implementation [64] follows the idea of bins [93] for
the selection of vertices in each iteration. The bins are defined as follows:

𝑉𝑛−2 = {𝑢 ∈ 𝑉|𝑑−(𝑢) = 0; 𝑑+(𝑢) > 0} (1)

𝑉2−𝑛 = {𝑢 ∈ 𝑉|𝑑+(𝑢) = 0} (2)

𝑉𝑑 = {𝑢 ∈ 𝑉|𝑑 = 𝜎(𝑢); 𝑑+(𝑢) > 0; 𝑑−(𝑢) > 0} (3)

2 Note that the resulting graph may not be a spanning tree but a set of directed acyclic
graphs (DAGs). Therefore, this problem cannot be solved by minimum spanning
tree algorithms.
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with 𝑑 ∈ [−𝑛 + 3, 𝑛 − 3] in (3). Every vertex 𝑢 ∈ 𝑉 falls into exactly one of
these 2𝑛 − 3 bins. By using 𝑠 as a linear arrangement and picking all the feed-
back arcs, it minimize the number of arcs with different orientation. The op-
timised ddl version takes advantage of a data structure named double-linked
lists, while the array version uses three flat arrays that mimic the behavior of
the lists. Both versions run in time 𝒪(𝑚 + 𝑛) and uses 𝒪(𝑚 + 𝑛) space. It has
a guarantee of 1

2 |𝐸| − 1
6 |𝑉| but experiments from [64] observed that the size

of FAS is drastically smaller than the worst-case bound.

BergerShor (BS). For a graph 𝐺 = (𝑉, 𝐸), this algorithm begins with a random
permutation over the vertices𝑉. It thenprocesses each vertex in order by com-
paring its in-degree and out-degree. If a vertex has more incoming arcs than
outgoing ones, the incoming ones are removed and added to a set 𝐸′ while
the outgoing arcs are removed and discarded. The collected arcs 𝐸′ form an
acyclic graph 𝐺′ = (𝑉, 𝐸′) while its counterpart are the arcs removed. The
algorithm runs in time 𝒪(𝑚 + 𝑛) and produces an acyclic subgraph contain-
ing at least (1/2 + Ω(1/√𝑑𝑚𝑎𝑥))|𝐸| edges where 𝑑𝑚𝑎𝑥 is the maximum vertex
degree. Experiments from [64] show that the algorithm far outperforms the
worst-case bound.

Depth-first traversal algorithm (DFS). In addition, we can adapt the depth-first
traversal algorithm and remove all arcs that form a cycle during the search
to ensure that the resulting graph is acyclic. Its runtime complexity is 𝒪(𝑚 +
𝑛). The algorithm does not make any intelligent decision nor minimize the
resulting size of FAS.

Graph structure reflects logical properties and vice versa. For example, when a
relation is asymmetric, any cycle of size two in its graph violates consistency. Simi-
larly, for irreflexive relations, any self-loop is invalid. This suggests the use of graph-
theoretic algorithms to detect logical inconsistencies. In OWL, the transitivity of a
relation is typically specified directly through owl:TransitiveProperty. In this work,
we extend to what we call pseudo-transitive relations: that of a sub-property or the
inverse of a (pseudo-)transitive relation and those whose intended semantics is as-
sumed to be both transitive and anti-symmetric, even if not formally asserted. In
this chapter, we exclude equivalence relations (e.g. owl:sameAs) and those whose
(pseudo-)transitivity are mistakenly asserted or implied on the LOD Cloud (e.g.
foaf:knows).
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2.3 (Pseudo-)Transitive Relations in the LOD
Cloud

2.3.1 Dataset

In this work, we use the LOD-a-lot dataset [25] as a representative copy of the LOD
Cloud. This compressed data file of 28 billion unique triples is the result of the inte-
gration of over 650K datasets that are crawled and cleaned by the LOD Laundromat
in 2015 [8]. In the LOD-a-lot dataset, there are 2,486 relations explicitly stated as
owl:TransitiveProperty, used in more than 776 million triples (2.7% of all triples).
When the semantics of rdfs:subPropertyOf and owl:inverseOf are exploited, the
number of (pseudo-)transitive relations increases to 8,804 relations, used in around
5.5 billion unique triples (19.5% of the triples). Our manual examination shows that
a number of these properties are incorrectly asserted or inferred, such as the widely
used foaf:knows relation.

For transitive relations, graph characteristics can reflect the logical proper-
ties, and vice versa. For example, irreflexive and antisymmetric relations (e.g.
iwwem:dependsOn) allow for no cycle anywhere in the graph. We consider
skos:broader a pseudo-transitive relation, as it was not designed to be a transi-
tive property despite being a subproperty of skos:broaderTransitive, which is
typed owl:TransitiveProperty [47]. Unless otherwise specified, we assume that
the graph of relations such as rdfs:subClassOf and geo:parentFeature should be
cycle-free despite the logical validity of cycles. Our maual examination also found
that many relations are defined together with their inverse (e.g. skos:broader

and skos:narrower). There can also be a relation like that of equivalence (e.g.
owl:sameAs, rdfs:equivalentClassOf). This chapter examines a selection of 10
relations (see e.g. Figure 8 and Table 2). These are popular relations, all of them di-
rectly typed as owl:TransitivePropertywith over 100K triples. We exclude the few
that actually represent equivalence relations, or whose biggest SCC has less than 10
vertices unless its inverse is to be studied.

2.3.2 Strongly Connected Components Analysis

To get a sense of how difficult it is to make graphs cycle-free, we introduce in this
section a number of metrics. We may turn to standard metrics for the degree of
transitivity of a graph, such as the transitivity index 𝑇 (the number of actual trian-
gles in a graphs as a fraction of the number of all possible triangles), the average
clustering index 𝐶 (the average over the local clustering coefficients of all vertices,
where a local clustering coefficient of a vertex is the actual number of edges in the
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direct neighbourhood of the vertex divided by the possible number of such edges),
or the global reaching centrality (𝐺𝑅𝐶) [48]. These measures can be useful for the
understanding of graph-theoretical properties. Details of the definitions below can
be found in Section 1.2.2.

1. Average Clustering:

𝐶 = 1
𝑛 ∑

𝑢∈𝑉

2𝑇(𝑢)
𝜎(𝑢)(𝜎(𝑢) − 1)

2. Transitivity:

𝑇 = 3#𝑡𝑟𝑖𝑎𝑛𝑔𝑙𝑒𝑠
#𝑡𝑟𝑖𝑎𝑑𝑠

3. Global Reaching Centrality:

𝐺𝑅𝐶 =
∑𝑖∈𝑉[𝐶𝑚𝑎𝑥

𝑅 − 𝐶𝑅(𝑖)]
𝑁 − 1

Our analysis shows that there is no obvious relation between these measures and
#SCC and maxSCC. More specifically, Table 1 shows that none of 𝑇, 𝐶 or 𝐺𝑅𝐶 man-
ages to capture the size of SCCs or the hardness of cycle-resolution. Thus they cannot
be used as a measure for cycle resolving. We therefore introduce new quantitative
measures based on SCCs.

Relation #Triples C T GRC #SCC maxSCC
dbo:predecessor 358,244 0.011 0.039 0.034 4,299 2,408
sioc:parent_of 101,219 0.049 0.044 0.360 334 1,173
dbo:parent 105,868 0.017 0.137 0.047 921 979
rdfs:subClassOf 4,461,717 0.009 0.006 0.133 196 301

Table 1: Examples of Graph-theoretical Measures

When examining the SCCs of the LOD-a-lot knowledge graph regarding popular
relations, we observe two facts: 1) cycles of size two are very common across the
graphs. When not nested into other cycles, they are SCCs with two nodes (SCCs
of size two), which is the most common type of SCC. This suggests the ambiguity
in definition and semantics of the relation; 2) there often exist a very big SCC that
covers a majority of nodes involved in the SCCs. This is very different from syn-
thetic models typically used in the evaluation of MWFAS algorithms. The following
are measures on how much the SCCs are due to size-two cycles, and other complex
nested cycles.

Alpha measure. Let 𝛼 be the number of edges in cycles of size two divided by
the number of all edges in its SCCs 𝛼 = 𝑓𝛼(𝐺) = |𝐸𝐶2|/|𝐸𝑆𝐶𝐶|. By definition,
𝑓𝛼(𝐺) = 𝑓𝛼(𝐺𝑆𝐶𝐶). This gives the fraction of edges that can be determined
locally if given additional information (e.g. the reliability on each edge).
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Beta measure. Remove all the cycles of size two from 𝐺 and obtain 𝐺′ = 𝐺\𝐸𝐶2.
The corresponding SCCs of 𝐺′ form a graph 𝐺′𝑆𝐶𝐶. Let 𝛽 be the num-
ber of edges in 𝐺′𝑆𝐶𝐶 divided by the number of all edges in 𝐺𝑆𝐶𝐶: 𝛽 =
|𝐸′𝑆𝐶𝐶|/|𝐸𝑆𝐶𝐶|. Similarly, we have 𝑓𝛽(𝐺) = 𝑓𝛽(𝐺𝑆𝐶𝐶). This measures the
proportion of edges to make decisions on if all edges in size-two cycles are
not involved in any SCC. In other words, it gives a measure of the fraction of
edges in more complex nested cases.

In our datasets, there is often one SCC that is significantly larger (with the most
vertices and edges) than the others among all the SCCs of a graph. We refer to it
as 𝐺𝐵 when discussing its properties. To give a better intuition, figure 7 presents
an outer pie chart represent the proportion of edges in the components of the SCCs
corresponding to four relations: yellow for that corresponds to 𝛼, light blue for that
of 𝛽, and grey for the rest. The outer pie chart is that of the entire graph. The di-
ameter corresponds to the size of the graph (proportional to the square root of the
total number of edges). The inner pie chart is for that of the biggest SCC: the brown
and dark blue parts are the proportions of the edges corresponding to their 𝛼 and
𝛽, respectively. The darker grey corresponds to the remaining. The radius of each
slice represents the percentage in each category. From the chart, we can tell that the
biggest SCC is where the majority of edges are for skos:broader while it is not the
case for the rest. The proportion of edges that corresponds to 𝛽 in skos:broader is
significantly higher than that of dbo:parent. This visualisation gives an intuition of
the hardness of the problem.

Figure 7: The Alpha-Beta measures of four representative relations

For the graph 𝐺 in Figure 3, 𝛼 = 0.5 and 𝛽 = 0.25. As for its biggest SCC,
𝛼 = 0.4 and 𝛽 = 0.3. Figure 8 reports on the 𝛼 and 𝛽 values for the 10 selected
relations in Table 2. The figure on the left illustrates the alpha-beta measure. In
general, the greater𝛼 is, themore size-two cycles there are. The smaller𝛽 is, themore
likely it is to resolve the cycles by simply making decisions on the edges of cycles of
size two (e.g. skos:narrower has 𝛽 = 0). On the other hand, skos:broader and
dbo:previousWork are examples with more complex cycles nesting into each other.
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Figure 8: The Alpha-Beta measures of representative relations

An observation is that the tangent of a line crossing the origin and each point can
indicate the hardness. This inspires the following definition.

Gamma measure: For an SCC 𝐺, the minimum fraction of decisions to be made to
make 𝐺 cycle-free can be captured by 𝛼 + 𝛽. Note that an SCC 𝐺 gets harder
when its 𝛽 is greater, or 𝛼 is smaller. This can be captured by 𝛽/𝛼 or 𝛽 − 𝛼. To
avoid cases where 𝛼 = 0 and to make 𝛾 a term between 0 and 1, we use the
latter and define 𝛾 = 𝑓𝛾(𝐺) = (𝛼 + 𝛽)(1 − 𝛼 + 𝛽)/2. This gives a measure of
the hardness to make an SCC cycle-free.

Delta measure: Note that using the Gamma measure, we can then estimate the
effort required to make each of a graph’s SCCs cycle-free. For a graph 𝐺 in
general, 𝛿 = 𝑓𝛿(𝐺) = ∑𝑠∈𝜅(𝐺) 𝑓𝛾(𝑠)∗|𝐸|. It is a sumover the𝛾 valuemultiplied
by the number of edges of each of its SCCs.

Table 2 presents key information of the graphs of the 10 selected relations, together
with the values of our metrics. For instance, among the 11.8M skos:broader edges,
356.9K of them are included in a total of 6.7K SCCs. The biggest SCC, 𝐺𝐵

𝑅, captures
227K edges, amounting to 63.6% of the edges in at least one cycle. Due to its com-
plexity and scale, 𝐺𝐵

𝑅 has a big 𝛿. In correspondence, that of 𝐺𝑅 is proportionally
big. In contrast, the problem of its inverse, skos:narrower, is a much easier problem
with only 48 edges involved in cycles with a very small 𝛿 value. Thus, it is possible
to resolve the cycles by manually annotating each edge in its 𝐸𝑆𝐶𝐶

𝑅 . Comparing the
entries of skos:narrower with dbo:successor, we can see that the 𝛿 measures can
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reflect cases where some big graphs are not necessarily harder to resolve, which is
not captured by graph-theoretical measures. These new measures provide a quan-
titative evaluation on the hardness of cycle resolving, help to study the nature of its
complexity, and serve as references for the design of algorithms, choice of parame-
ters as well as the sampling of data.
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2.4 Algorithms

2.4.1 Algorithms for Cycle Resolving

We aim to design an algorithm that deals with knowledge graphs of (pseudo-) tran-
sitive relations that (i) does not rely on a ranking of nodes; (ii) captures the transitiv-
ity of relations; (iii) is capable of handling the complex structure resulted from large
amount of nested cycles (graphs with high 𝛾 values); (iv) is as conservative as pos-
sible in removing edges when resolving the cycles; and (v) is extendable to capture
other logical and graph properties. The following section presents our algorithm
with an evaluation.

We present Algorithm 1 as a general purpose cycle-resolving method for refine-
ment. The algorithm exploits off-the-shelve technology for SMT solvers (Satisfiabil-
ity Modulo Theories) [12]. The algorithm does not deal with reflexive edges as they
can be processed trivially and in linear time. There are three main steps in the al-
gorithm. We first compute the SCCs of the input graph (line 3). Then, we perform
partitioning over big SCCs to a given bound 𝑏1 (line 4). This is due to the limit of
SMT solvers’ capability to handle large amount of clauses. Finally, we sample some
cycles and repeatedly call an SMT solver to identify edges to be removed (line 5-17).
In the following, we discuss the strategies adopted to deploy it at web scale.

Strategies for Graph Partition.

The graph partition problem is well-studied in graph theory. The minimum k-cut
problem requires finding a set of edges whose removal partitions the graph to at
least 𝑘 connected components. There exist efficient algorithms and open-source im-
plementations. However, our experiments show that breaking an SCC 𝑠 into 𝑘 par-
titions directly results in a significant amount of edges being removed, whereas our
goal is to be as conservative as possible in our repair strategy. For reducing the
amount of edges to be removed, our Strategy P1 partitions the graph into two sub-
graphs and then computes the SCCs. This process is repeated until each of the re-
sulting SCCs arewithin the size bound 𝑏1. For weighted graphs (see the next section
for how weights are computed), we can adopt a Strategy P2 by first removing the
edges with the lower weights in size-two cycles, and then use Strategy P1.

Strategies for Cycle Sampling.

The bottleneck for the earlier work in [82] was the combinatorial explosion when
exhaustively listing all cycles of a graph. We therefore focus on sampling an amount
of cycles in each iteration that balances the tradeoff between representative capacity
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Algorithm 1: General-purpose algorithm for cycle resolving
1 Input: a graph 𝐺 with no reflexive edges, its weight function

𝑓𝑤 (optional), a bound 𝑏1 for the number of maximum nodes
for each SCC, and a bound 𝑏2 for the number of hard clauses.

Result: a cycle-free graph 𝐻 and a set of edges removed 𝐴.
2 Initiate 𝐴 as an empty set;
3 Compute the set of SCCs as 𝑆;
4 Follow a graph partitioning strategy and reduce the size of 𝑆 to

bound 𝑏1 as 𝑆′ with removed edges collected and added to 𝐴;
5 while 𝑆′ is not empty do
6 Initiate 𝑆″ as an empty set;
7 foreach 𝑠 ∈ 𝑆′ do
8 Follow a sampling strategy, and obtain cycles 𝐶 from 𝑠

with |𝐶| < 𝑏2;
9 Initiate an SMT solver 𝑜;

10 Introduce to 𝑜 a set 𝑃 of propositional variable 𝑝𝑒 for
each edge 𝑒 of 𝑠;

11 Encode cycles in 𝐶 as hard constraints in 𝑜;
12 Add to 𝑜 a clause of each variable 𝑝𝑒 ∈ 𝑃 as a soft

constraint with weight 𝑓𝑤(𝑒) if 𝑓𝑤 is present, otherwise
1;

13 Run the solver 𝑜 for optimal solution and decode the
output model 𝑚;

14 From the model 𝑚, collect the edges 𝐸 to remove and let
𝐴 ∶= 𝐴 ∪ 𝐸;

15 Obtain a graph 𝑠′ from 𝑠 with 𝐸 removed;
16 Compute the SCCs 𝑁 of 𝑠′ and update 𝑆″ ∶= 𝑆″ ∪ 𝑁;
17 𝑆′ ∶= 𝑆″;
18 Remove edges 𝐴 from 𝐺 and obtain 𝐻.
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and redundancy. Strategy S1 focuses on the edges: choose a random edge (𝑠, 𝑡) in
an SCC, then compute the shortest path from (𝑡, 𝑠). This forms a cycle. In total we
collect 𝑏2 such cycles. As an alternative strategy, we can adopt the Strategy S2 that
selects two nodes randomly and computes the shortest path from one to the other,
and back.

Resolving Cycles with an SMT solver.

This section gives details of the interaction with the SMT solver (line 9 and 13 in the
algorithm). The SMT solver is used for two purposes: to satisfy all hard constraints
and to satisfy the maximal amount of soft constraints.3 The use of an SMT solver
makes it possible to easily extend the current algorithm to weighted cases. In each
iteration, for every 𝑠 ∈ 𝑆′, we introduce a propositional variable 𝑝𝑒 for each edge 𝑒.
When there is a cycle 𝑣1, … .𝑣𝑘, we add a hard clause [¬𝑝(𝑣1,𝑣2) ∨ … ∨ ¬𝑝(𝑣𝑘−1,𝑣𝑘) ∨
¬𝑝(𝑣𝑘,𝑣1)] to the SMT solver (accumulated in conjunction). The clause is satisfied
when at least one of the 𝑝𝑖,𝑗 is assigned False in the returned model of the solver,
which indicates the removal of the edge (𝑖, 𝑗). To keep the maximal amount of edges,
we add a soft clause [𝑝𝑒] for each edge 𝑒. The SMT solver performs a constrained
optimisation process within a bounded time. The result of this is a near-optimal so-
lution with the least amount of propositional variables set to False. From the model,
we can retrieve edges to be removed to resolve all the encoded cycles. We repeat this
process until all the SCCs are resolved and return the DAG and the removed edges.
This approach can be easily extended to weighted cases, with the weight for each
soft clause as the reliability for each edge.

2.4.2 Weights

Due to the logical foundation of knowledge graphs, repetition of statements is ig-
nored because of the idempotency of the conjuction operator: (𝜙 ∧ 𝜙) ↔ 𝜙. Nev-
ertheless, we believe that there is an important signal to be gained: the occurrence
of the same triple in multiple knowledge graphs is an informal signal that multiple
information providers have expressed support for. Thus, the chance that a state-
ment is erroneous decreases with the number of knowledge graphs including this
statement. Our algorithm takes the two kinds of weights for soft constraints (Al-
gorithm 1, line 12). Counted Weights: the simplest way to obtain the weight of a
triple is to count the number of occurrences across the graphs. The LOD-a-lot file
consists of 650K datasets (graphs), making it feasible to compute such weights for
popular relations; InferredWeights: inspired by the observation and analysis in Sec-

3 A sub-optimal result is returned when an SMT solver reaches timeout.
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tion 2.3.1, we take advantage of the logical redundancy between implied properties
to compute weights. If a triple (A rdfs:subClassOf B) is present in the integrated
graph, and there is also an equivalence relation (A owl:equivalentClass B) or (B
owl:equivalentClass A), then we make its weight 2 (i.e. we give more credence
to (A rdfs:subClassOf B), otherwise 1). For skos:broader, we can take advantage
of its inverse relation skos:narrower. If together with the triple (A skos:broader

B) the triple (B skos:narrower A) exists in the dataset, then we assign weight 2 to
the triple (A skos:broader B), otherwise 1. While counted weights always exist,
inferred weights are more restricted and less common and requires some manual
examination. Still, we experiment different weighting scheme for the sake of com-
parison in evaluation.

2.5 Experiments and Evaluation

2.5.1 Implementation and Parameter Settings

We implemented our algorithm4 in Python. We adopt the Python binding ofMETIS5,
a graph partitioning package based on the multilevel partitioning paradigm provid-
ing quick and high-quality partitioning. We use Z36 as SMT solver [12], and the
networkx package7 for the handling of graphs and SCCs.

Based on some trial-and-error experience, in the following experiments we set
𝑏1 = 15, 000 (i.e. maximum size of an SCC before requiring graph partitioning),
and apply Strategy P1with 𝑘 = 2. To balance the trade-off between efficiency against
accuracy, we obtain 𝑏2 = 3, 000 clauses at most and set the time limit for the SMT
solver to 10 seconds for each SCC.

All experiments were conducted on a 2.2 GHz Quad-Core i7 laptop with a 16GB
memory running Mac OS. All reflexive edges were eliminated in preprocessing.

2.5.2 Gold Standard

For the evaluation of hypothesis H2, we annotated a number of statements
from the two most frequent (pseudo-)transitive relations (rdfs:subClassOf and
skos:broader, according to Table 2). For each relation, we have two gold standards.
In the first gold standard G1, we randomly pick 500 edges from 𝐸𝑆𝐶𝐶

𝑅 . The sec-
ond gold standard separates SCCs of two nodes (G2-a, 200 edges) from the rest

4 https://github.com/shuaiwangvu/Refining-Transitive-Relations
5 https://github.com/inducer/pymetis
6 https://github.com/Z3Prover/z3
7 https://networkx.github.io

https://github.com/shuaiwangvu/Refining-Transitive-Relations
https://github.com/inducer/pymetis
https://github.com/Z3Prover/z3
https://networkx.github.io
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(G2-b, 500 edges). When sampling G2-b, we first assign a number on each SCC
according to their 𝛿-value and then sample the amount of edges assigned to each
SCC randomly, thus providing an evaluation set for edges in complex nested cases.
There are 1,199 unique edges in the gold standard of skos:broader with a total of
632 (52%) annotated ‘remain’ in contrast to 401 (33%) ‘remove’. This analysis sug-
gests that its under-specified definition caused confusion and subsequently resulted
in a complex faulty graph structure. The great proportion of unknown entries for
rdfs:subClassOf is discussed in Section 2.6.2.

The annotation process was conducted using the tool ANNit8. These gold stan-
dard datasets are online9 together with detailed criteria, analysis, and limitations.
Its consistency was validated manually and by a Python script.

2.5.3 Efficiency Evaluation

In this section, we compare our refinement algorithm against other MWFAS algo-
rithms. Table 3 presents the results of the number of edges removed for ten sub-
graphs of LOD-a-lot, both overall and within the SCCs. The highlighted cells show
that our approach removes fewer edges during refinement. The result supports our
Hypothesis H1. Both approaches are fast: general-purpose MWFAS algorithms take
2-12 seconds except KS, which may take up to 1 minute. Our algorithm takes 8-115
seconds except for skos:broader, which can take up to 8 minutes. Details of bench-
marks are included in the repository of gold standard. The results in Table 3 are the
best records of three runs. Finally, the results are validated to be free from SCCs
except singletons.

8 https://github.com/shuaiwangvu/ANNit
9 https://zenodo.org/record/4610000

https://github.com/shuaiwangvu/ANNit
https://zenodo.org/record/4610000
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2.5.4 Accuracy Evaluation

As for Hypothesis H2, we evaluate our algorithm’s unweighted version against the
two weighted versions (counted and inferred weights), as well as the MWFAS algo-
rithms. Table 4 presents the precision (𝑝) and recall (𝑟) as well as the number of
removed edges (|𝐴|) for skos:broader and rdfs:subClassOf. Each entry represents
the average of three runs. Taking weights into account (especially counted weights)
has a positive impact on precision while maintaining a similar recall. Our approach
achieves the best precision among all methods while removing the least amount of
edges. As for rdfs:subClassOf, the impact on precision can be positive but unstable
due to the limits to be discussed in the next section. When weights are not provided,
P1S1 removes the least amount of edges. Otherwise, P2S1 is more optimal for our
approach considering the balance between efficiency and accuracy. Overall, this
evaluation gives positive support to our Hypothesis H2 and further enhances our
conclusion for Hypothesis H1.

2.6 Discussion and Future Work

2.6.1 Summary

This chapter presented a new algorithm for the refinement of transitive relations
and pseudo-transitive relations in very large knowledge graphs. We employed an
SMT solver in implementation and evaluated on 10 datasets and validated our Hy-
pothesis H1. As a proof-of-concept, we extended our work to weighted knowledge
graphs and evaluated on our gold standard. The results provided positive support
for our Hypothesis H2 and we also showed that taking weights into account during
refinement has a good potential.

2.6.2 Discussion

The graph of rdfs:subClassOf has 4.4 million triples, of which 1.4K are in SCCs.
Only 17 triples have inferred weights greater than 1, while 292 triples have such
counted weights. The skos:broader graph has 11.8 million triples, of which 265.9K
are among SCCs. There are only 39 triples with inferred weights of 2 compared
to 284.6K for counted cases. It is clear that far fewer triples are assigned inferred
weights than counted weights, making it a less general weighting scheme. Table 4
shows that inferred weights have no significant impact on the results due to their
small number. The following focuses on counted weights.
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Figure 9 plots the frequency distribution of counted weights for both datasets. It
shows a power law distribution for theweights of skos:broader, implying that some
relation instances have been stated repeatedly across the web. This justifies the use
of frequency of triples as a heuristic for reliability. In comparison, rdfs:subClassOf
is less popular and its frequency distribution is less clear and thus less reliable for
decision making.

Finally, the unstable result of rdfs:subClassOf is mostly due to the biggest SCC
which has 780 edges, amounting to 52% of all the edges in SCCs. All these edges
come from a single big faulty dataset, and are all annotated ‘unknown’. This explains
the big variance for precision and recall as in Table 4.

2.6.3 Limitations and Future Work

The algorithm essentially grounds relations to propositional logic, thus making it
possible to combine it with additional logical constraints with optimisation in the
future.

For symmetric relations, we canmap the vertices in size-two cycles to one in a new
graph while keeping track of the correspondence between the new graph and the
original graph. If an edge in the new graph is removed, we remove the correspond-
ing edges of the original graph. Graph partition is an imprecise step in the algorithm.
For example, among the 121.2K edges removed in the case of skos:broader, around
99.6K were identified during the graph partitioning step, amounting to 82.2%. Fu-
ture work may optimise the parameters to balance the trade-off between accuracy
and efficiency.

Figure 9: The frequency distribution of counted weights in SCCs

Figure 9 shows that the frequency distribution of skos:broader follows a power-
law distribution. It can mislead the algorithm when an edge with a great weight
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is actually erroneous. Some different weighting schemes can be explored, such as
in [33]. Another possible way to improve the accuracy of weights and reduce the
number of ties of weights in size-two cycles is by taking the reliability or centrality
of sources into account as in [14], for example. General-purposeMWFAS algorithms
can be adapted to their weighted cases for future evaluation.

Our recall is limited due to the small amount of edges removed. In Section 2.5.4,
we restricted to these two relations due to their popularity and the great effort re-
quired for manual annotation. We plan to extend the gold standard to relations with
different alpha-beta measures.
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G R A P H S W I T H T H E U N A

To become what one is, one must
not have the faintest idea what
one is.

Friedrich Nietzsche

TheUniqueNameAssumption (UNA) [62] supposes that two termswith distinct
identifiers from the same knowledge base do not refer to the same real-world entity.
The UNA can be used to detect errors in large integrated knowledge bases [69]. Cer-
tain identity links can become inaccurate when they form part of a path connecting
two entities that, despite being part of the same knowledge base, refer to distinct
real-world objects. However, UNA is not always applicable due to the presence of
redundant IRIs, which arise from different encodings, languages, namespaces, ver-
sioning, case formats, and other variations. Nevertheless, the UNA can be leveraged
effectively to identify inaccurate links if properly adapted to accommodate such ex-
ceptions. To address this, we introduce a well-defined version of the UNA that toler-
ates multiple exceptions, termed the internal UNA (iUNA) [87]. In our research, we
put forward an algorithmdesigned for refinement purposes, allowing for a compara-
tive analysis of iUNA and other UNA variants. Analogous to the preceding chapter,
this algorithm makes use of a SMT solver, capitalizing on its capability to efficiently
process equality reasoning. Our evaluation focuses on detecting erroneous links
within an identity graph (a subgraph consisting only of the owl:sameAs relation)
comprising half a billion triples sourced from the LOD Cloud. We then evaluate the
efficacy of our methodology in comparison with community detection algorithms,
specifically the Louvain and Leiden algorithms.

51
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3.1 Introduction

The question “What is an entity?” and the related question “When are two entities
equal?” are not only longstanding philosophical questions1 but are also longstand-
ing technical issues in information systems [16]. The Semantic Web, and in its wake,
Linked Open Data, have operationalised the notion of an “entity” as an Internation-
alized Resource Identifier (IRI): each is represented as an IRI, and using the same
IRI implies referring to the same entity. Entities are connected by the identity links
(e.g. owl:sameAs) to form identity graphs. Many existing approaches for detecting
errors in identity graphs require information such as vocabulary alignments, textual
descriptions [19,60] or the presence of a large number of ontology axioms and align-
ment of the vocabularies [35, 51]. However, such information is often restricted to
certain languages or simply not always available [19, 60], thus not appropriate for
refinement tasks at web scale. Identity graphs on the web exhibit special properties
which must be considered: they are integrated from multiple sources, sources can
be multilingual, many suffer from a lack of maintenance and some have multiple
encoding schemes.

Since owl:sameAs is a symmetric relation, we reduce the directed graph to a sim-
ple, undirected graph. In an undirected graph 𝐺, a Connected Component (CC) is
a maximal subgraph with any two vertices connected by a path (Figure 10a). A
gold standard is the ground truth that maps each node (IRI) to the real-world entity,
which can be used for evaluation (Figure 10b). An equivalence class (EC) is a set of
vertices corresponding to the same real-world entity (may or may not be connected
by a path). In an identity graph, a CC is an EC if and only if all its nodes refer to the
same real-world entity2.

TheUniqueNameAssumption (UNA) supposes that two termswith distinct IRIs
do not refer to the same real-world entity. Although the UNA does not always hold
due to redundant IRIs that capture various encodings, languages, namespaces, ver-
sions, letter cases, the UNA can still be useful for identifying erroneous links. We
design a refinement algorithm that removes a minimal number of edges with good
precision (Figure 10f). We compare the results against the Louvain algorithm (Fig-
ure 10c and 10d) and the Leiden algorithm (Figure 10e).

This chapter focuses on two research questions. RQ2.1: How can we formally
define and validate a Unique Name Assumption (UNA) for large integrated knowl-
edge graphs to support identity graph refinement? RQ2.2: Can the UNA be used
for the design of an algorithm to detect erroneous identity links in practice reliably?

1 https://plato.stanford.edu/entries/object/
2 However, when constructing the gold standard by annotating IRIs extracted from

the Web, some may be annotated ‘unknown’ if the subject cannot be established.

https://plato.stanford.edu/entries/object/
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(a) An example CC with 633 nodes (b) Its gold standard without erroneous
edges (yellow nodes are those la-
beled ‘unknown’)

(c) A solution by the Louvain method
(resolution = 0.01)

(d) A solution by the Louvain method
(resolution = 1.0)

(e) A solution by the Leiden method (f) A solution by our algorithm

Figure 10: An example of a connected component (No. 4170), its gold stan-
dard, and solutions by the Louvain algorithm, the Leiden algo-
rithm, and our algorithm.

We present existing definitions of the UNA and related work in Section 3.2. In
Section 3.3, we propose a new definition of the UNA and we test the different UNA
definitions and examine their reliability for error detection in Section 3.4, by vali-
dating them over data of the LOD cloud. In Section 3.5, we present our refinement
algorithm. Evaluation results of the algorithm together with its improvement are
included in Section 3.6. Finally, discussion and future work are presented in Section
3.7.

Our main contributions3 are as follows:

1. We propose a new definition of the UNA, namely the iUNA and check it
against a large integrated knowledge graph together with other definitions.

3 The data is published on Zenodo (https://zenodo.org/record/7765113) with DOI
10.5281/zenodo.7765113.

https://zenodo.org/record/7765113
10.5281/zenodo.7765113
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2. We design an inconsistency-based refinement algorithm that evaluates defi-
nitions of the UNA by employing an SMT solver.

3. We publish a gold standard of over 8K manually annotated entities (200K
owl:sameAs links) together with some additional information such as dis-
ambiguation, weights, redirection, and equivalence under different encoding
schemes.

4. We introduce new evaluation metrics and provide a benchmark using our
gold standard and algorithm.

3.2 Related Work

Estimates of the proportion of erroneous identity links in the semantic web range
from around 3% [35, 58] to 20% [29]. Existing approaches for detecting errors in
identity graphs fall into three categories [60]. Content-based approaches to exploit
the descriptions associated with each resource for evaluating the correctness of an
identity link. They typically rely on additional information such as vocabulary align-
ments and textual descriptions for each entity. However, such information is not
always available [19, 60] on open Web datasets, and in practice, such algorithms of-
ten do not scale to the size of the LOD Cloud. The network-based approaches [28,59]
take advantage of graph-theoretical algorithms for the detection of erroneous links.
For instance, [59] rely on the Louvain community detection algorithm for assign-
ing an error degree for each identity link. This error degree is based on the den-
sity of the community in which an identity link occurs in, and the weight of the
owl:sameAs (i.e. reciprocally asserted owl:sameAs have a lower error degree, hence
a higher chance of correctness). These error degrees are published online as part of
the MetaLink dataset [6]. However, the accuracy of these methods is limited due to
a lack of understanding of the underlying semantics. Finally, the inconsistency-based
approaches [35, 51] hypothesize that owl:sameAs links that lead to logical inconsis-
tencies have a higher chance of being incorrect. They typically require the presence
of a large number of ontology axioms and alignment of the vocabularies.

The use of the UNA to detect errors in identity graphs is an inconsistency-based
approach. This idea has been explored in [21, 69]. Despite that the UNA is a well-
defined definition in relational database theory (a.k.a. Unique Name Axiom) [62],
the lack of an agreed-upon definition of UNA in the semantic web leads to different
conclusions. The primitive adoption of UNA in the semantic web postulates that
any two ground terms with distinct names are non-identical [21]. In the scope of
integrated knowledge graphs, Valdestilhas et al. [69] formalize this as any two URIs
in the same knowledge base cannot refer to the same thing in the real world. We
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ex:Holland%2C_Texas

ex:Holland,_Texas ex:Holland

ex:Netherlands

ex-fr:Pays-Bas

ex-nl:Nederland

Figure 11: An example CC with links expressing identity (thick black ar-
rows), redirection (the dotted arrow), and encoding equivalence
(the dashed arrow) (see also Section 3.3).

name this definition naive UNA, or nUNA for short. In practice, an integrated knowl-
edge graph violates the nUNA if at least one of its connected components (from the
identity graph) has two entities from the same source.

Figure 11 is a fictional example of six entities from two knowledge bases (cor-
responding to nodes in light grey and dark grey, respectively). The six entities
connected by the black edges form a connected component. The two equivalence
classes are about the Netherlands (the three nodes on the right), and a city in Texas
named Holland (the two nodes on the left). The node ex:Holland can be confus-
ing (could be annotated as “unknown”). The blue arrow is an example how en-
coding schemes can lead to redundancy. Due to transitivity, the mistake between
ex:Holland,_Texas, ex:Holland and ex-fr:Pays-Bas was carried over to other en-
tities such as ex-nl:Nederland. This example shows how entities in various lan-
guages can be confusing. This connected component violates the nUNA: for the
knowledge base of light grey, there are three entities in the connected components.
This helps the detection of spurious links. Note that removing the links between
ex:Holland,_Texas and ex:Holland and ex-fr:Pays-Bas results in three connected
components, which are correct but still violate the nUNA.

De Melo [21] points out that the Semantic Web is very different from traditional
closed scenarios because multiple parties can publish data about the same entity
using different identifiers. Thus, they propose to use a quasi-unique name constraint
(quasi UNA, or qUNA) for entities: they use the namespace of an IRI as its source
of provenance, with a focus on 6 major hubs including DBLP, DBpedia, FreeBase,
GeoNames, MusicBrainz, and UniProt. This definition also takes into account some
exceptions: two DBpedia entities from the same dataset/source do not violate the
UNA if one redirects to the other, or either is a dead node (those that can no longer
be resolved).

These definitions have several drawbacks in practice. First, both the nUNA and
the qUNA lack a clear definition of provenance, i.e. the source of entities. The al-
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gorithm using the nUNA relies on LinkLion4 for computing the provenance of enti-
ties [69]. That of the qUNA takes an entities’ namespace as the source by default. As
forDBpedia, the paper studied only the namespace http://dbpedia.org/resource/
for violation and redirection. The algorithmdeveloped based on nUNAoutputs only
partitions of the identity graph rather than the edges to remove [69]. Despite that
the paper proposed to handle cases of DBpedia with exception, qUNA is restricted
to awareness of redirect within DBpedia [21]. Recent work estimates that between
45% and 83% of redirection links can be taken as identity links5 [49]. Furthermore,
the work in [21] does not specify how redirection and dead nodes were obtained.
In addition, we believe that there are other forms of exception that must be consid-
ered. For example, the IRIs wikidata.dbpedia.org/resource/Q6453410,
www.wikidata.org/entity/Q6453410 and wikidata.org/entity/Q6453410
are about the same entity but in different versions of Wikidata. Despite issues with
the definition, the refinement algorithm using these two UNA definitions takes vi-
olations as hard constraints: entities are considered different as long as the UNA is
violated. Due to the lack of a gold standard, neither definition was validated on real-
world data or compared with other existing baselines. In this work, we propose a
new definition of the UNA that is suited for large integrated graphs on the Web and
compare it with existing UNA variations previously proposed by [21,69].

3.3 The iUNA

When examining the data in the LOD Cloud, we note that identity links are often
used to connect the same entity in different language, versions or encodings. There-
fore, we propose our own definition of the UNA, which we call the internal UNA
(iUNA), to take these differences into account. Our iUNA definition assumes that
two different IRIs 𝑒1 and 𝑒2 within the same namespace should refer to distinct real-
world entities only when: a) they are in the same knowledge base according to a cer-
tain provenance information, b) they don’t satisfy any of the following exceptions.6

1. Cases where 𝑒1 can be percent encoded/decoded into 𝑒2 by one or more
steps.7

2. Cases where 𝑒1 redirects to 𝑒2 (or vice versa), or both redirect to the same
location.

4 LinkLion (https://www.linklion.org/) is no longer available.
5 The uncertainty is due to the presence of a large number of ’unknown’ entities
6 These exceptions are based on ourmanual examination of the entities in the linksets.
7 For example, ex:Bandon_(Oreg%C3%B3n) and ex:Bandon_(Oregón) can be equiva-

lent.

http://dbpedia.org/resource/
wikidata.dbpedia.org/resource/Q6453410
www.wikidata.org/entity/Q6453410
wikidata.org/entity/Q6453410
https://www.linklion.org/
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3. Cases where at least one of 𝑒1 and 𝑒2 is a dead node, not found, unresolvable,
redirects until reaching some error, or has a timeout error while resolving.

To checkwhether two entities violate the iUNA, condition (a) requires us to check
whether they are from the same knowledge base. This requires some form of prove-
nance to determine where an entity is defined. The nUNA relies on the provenance
information of LinkLion, which consists of multiple linksets. It is questionable if
linksets can in fact be taken as the knowledge base where the entities are defined,
not to mention that LinkLion is no longer available. As for the qUNA, it takes the
namespace of an entity to define its knowledge base (regardless of the actual knowl-
edge bases where the corresponding identity links are). This can be problematic for
popular namespaces: an entity in DBpedia can be defined in one knowledge base
but used in other knowledge bases. Authors can specify where an entity is defined
using rdfs:isDefinedBy, but an ad-hoc examination shows that this information is
rare. We therefore propose two additional means for the estimation of the prove-
nance of an entity 𝑒. Table 5 provides a comparison of the three UNA definitions.

Table 5: Comparing the definition of the UNA
nUNA qUNA iUNA

Definition Two URIs in the
same KB cannot
refer to the same
thing

Refinement of
nUNA, considering
exceptions of
DBpedia

Refinement of nUNA
by considering
multiple exceptions
and provenance
estimations

Provenance Rely on LinkLion Namespace (in 6
major hubs)

Three means of
provenance

Exceptions None Redir. between
some DBpedia
entities

Encoding variants,
redirection, dead
nodes

Algorithm
(see
sections
below)

Violation as hard
constraint; returns
partitions that are
contradiction free

Violation as hard
constraint; remove
links that violate
qUNA

Violations as hard
and soft constraints;
remove fewer
identity links

Limitations
(see
sections
below)

No tolerance
towards
exceptions; relies
on an external
server for
provenance

Not enough
exceptions taken
into consideration;
restricted
definition of
provenance;
violations taken as
hard constraints

Not every exception
is included or
handled explicitly.
Can be relaxed by
taking violations as
soft constraints.
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Figure 12: Size distribution of the equivalence classes in the gold standard.

Explicit sources: an explicit source of 𝑒 is the object in any triple with subject 𝑒 and
predicate rdfs:isDefinedBy (or any equivalent or sub-properties).

Implicit label-like sources: an implicit label-like source of 𝑒 is the RDF file contain-
ing triples where 𝑒 is the subject and rdfs:label (or any of its equivalent or
sub-properties) is the predicate.

Implicit comment-like sources: an implicit comment-like source of 𝑒 is the RDF
file containing triples where 𝑒 is the subject and rdfs:comment (or any of its
equivalent or sub-properties) is the predicate.

3.4 Testing the UNA

3.4.1 Dataset & Gold standard

We use the sameAs.cc dataset [7], which provides the transitive closure of 558 mil-
lion distinct owl:sameAs statements. These identity statements were extracted from
the 2015 LOD Laundromat crawl [8] that provides more than 38 billion triples from
over 650K RDF files. The identity links are distributed over 49 million connected
components (CCs), with each CC being associated with a unique ID. We manually
annotated all IRIs from 28 CCs with fewer than 1K nodes each. Our gold standard
consists of 8,394manually annotated entities covering a total of 232,311 owl:sameAs
links. There are 987 entities (11.75%) annotated as ‘unknown’. A total of 209,160
edges (90.02%) are between nodes with the same annotation while 3,678 edges
(1.58%) link entities with different manual annotations. The remaining edges in-
volve at least one node annotated as ‘unknown’. Based on this manual examination,
we estimate the error rate to be between 1.58% and 9.98%. We divide our gold stan-
dard randomly into two parts of 14 files each for training and evaluation, respectively.
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To better understand the gold standard, we show their size ECs and their distribu-
tion in Figure 12. The plot shows that redundancy is common in the LOD cloud. The
majority of ECs contain fewer than 200 nodes, while there could be as many as 358
identifiers referring to the same real-world entity at the right end of the spectrum.
This gives a reference for the setting of parameters in our algorithms in Section 3.5.

3.4.2 Validating the UNA

Using the gold standard, we validate our definitions. For this, we use the sources of
entities in our gold standard retrieved also fromLODLaundromat. Our examination
shows that only 0.71% of the entities have an explicit source. In contrast, 61.97% of
the entities have at least one implicit label-like source and 40.71% have a comment-
like source. This indicates that explicit sources are too rare and thus we only use
two variants of iUNA in this work: iUNA-label and iUNA-comment corresponding to
label-like sources and comment-like sources respectively.

For each source, we analyze the number of entities in each EC. Although the orig-
inal work that examines qUNA was restricted to only 6 major hubs’ namespace as
provenance, it can be easily adapted to any namespace. Thus, we generalize its def-
inition of provenance in the experiments below. Considering that the nUNA lacks
a proper definition of provenance, we use the label-/comment-like source defined
for iUNA for the sake of comparison. Table 6 provides the proportion of sources
with the number of entities in each implicit label-/comment-like source in the equiv-
alence classes. A source follows the UNA if there is only one unique entity in the EC.
An estimate of 1,351 out of 1,737 label-like sources follows the nUNA. On the other
hand, 14.40% of the sources violate the nUNA by having two entities in at least one
equivalence class in the gold standard, and an additional 7.82% of the sources vio-
lates the nUNA by having more than two entities. Table 6 shows that the iUNA is
better than the nUNA and the qUNA in terms of capturing how the community is
implementing the UNA in their knowledge bases. This also shows that taking encod-
ing equivalence and redirection can indeed align the UNA with its use in practice.
Thus, the algorithm should not remove all edges that violate the UNAwhen refining
the identity graphs.

3.4.3 Detecting Errors Using the UNA

In this section, we focus on how we can use the UNA to give a reliable indication
of identity errors in practice. Our analysis shows that the errors can be classified as
two types. The first type are erroneous edges between entities that refer to two real-
world entities. The others are edges involving nodes annotated as ‘unknown’. Thus,
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Table 6: Analysis of sources of the gold standard that follow the UNA
nUNA qUNA iUNA

one unique label-like 1,351 (77.78%) 204 (59.48%) 1,566 (90.15%)
entity comment-like 519 (68.56%) 670 (88.51%)
up to two label-like 250 (14.40%) 69 (20.11%) 119 (6.85%)
entities comment-like 153 (20.21%) 57 (7.53%)
more than label-like 136 (7.82%) 70 (20.41%) 52 (2.99%)
two entities comment-like 85 (11.23%) 30 (3.96%)

Table 7: Percentage of pairs violating different definitions of the UNA with
the lower/upper bound of their error rates using different sources

Violation (%) Lower bound (%) Upper bound(%)
random 47.0 68.1

nUNA
label 61.9 33.4 49.8

comment 42.5 32.6 46.2

iUNA
label 0.3 8.5 75.9

comment 0.1 11.7 35.0
qUNA 1.4 16.1 61.3

we provide upper and lower bounds of the error rate depending on how these edges
are treated. First, we study how two random entities in a connected component are
identical. For this, in each connected component 𝐺 in the gold standard, we sample
|𝑉| (i.e. the number of nodes) different pairs of entities at random. The estimated
error (proportion of non-identical pairs) is between 47.0% and 68.1%, depending on
the interpretation of the nodes labeled “unknown” in the gold standard. We use this
as our baseline for the analysis below (see the first row of Table 7).

For these same sampled pairs, we test the error rate and the UNA violation per-
centage for the three UNA definitions. The second row in Table 7 shows that when
using label-like sources, 61.9% of the sampled pairs violate the nUNA, the estimated
error is between 33.4% and 49.8%. In contrast, only 0.3% sampled pairs violates
iUNA, with an error rate between 8.5% and 75.9%. Recall that 11.75% nodes were
annotated “unknown”. This analysis also indicates that such nodes are heavily in-
volved in pairs violating theUNA.More pairs violate the UNAwhen using label-like
sources than when using comment-like sources. In all cases, the lower bounds of er-
ror reduce when compared against that of randomly sampled pairs. Using iUNA
with comment-like sources reaches the lowest error rate for the lower bound. These
selected pairs are then used in the algorithm to identify erroneous edges in the paths
that connect them.



3.5 algorithm design 61

Next, we study the impact of redirection. There are in total 13,922 nodes in the
graphs that capture redirect relations.8 We find that 3,072 out of 8,394 entities were
redirected. Among them, 5,528 correspond to new IRIs that are in the extended
graph but not in the original graphs. There are in total 6,991 edges in the redirect
graphs. Among them, 546 are between entities in the original graph with 504 cor-
rect ones and 8 erroneous ones. That is, the error rate is between 1.47% and 7.69%.
In addition, we have 12,531 pairs of entities that redirect to the same entity in the
extended graph. The error rate is between 4.29% and 6.32%.

Moreover, we study the equivalent entities suffering from different encodings (re-
call the example given in Figure 11). We have 1,818 pairs of entities in the gold stan-
dard.9 Among them, there are edges between 1,130 pairs in the original identity
graphs with an error rate between 2.21% and 8.50%. We discovered 688 new pairs
that differ only by encoding with an error rate between 1.16% and 14.83%. Finally,
there is a pair of entities whose IRIs in alternative encoding are the same but they
actually refer to different real-world entities. We conclude that though the exception
do not always hold, they are often useful.

3.5 Algorithm Design

We limit the scope of refinement algorithms in this chapter to removing erroneous
identity links and leave out identifying erroneous entities or proposing additional
links. The intuition is that for two inter-connected clusters, if there is more force
pushing them apart than holding them together, then some edge(s) should be re-
moved to split the clusters apart. The “force” that pushes the clusters apart are be-
tween pairs of entities violating the UNA. These pairs might not be directly con-
nected, but they can be connected through multiple paths. The removed edges
as the output of the algorithm is a cut for the graph. Computing an optimal cut
whose removal makes the graph consistent within each CC is APX-hard (i.e. where
there are polynomial-time approximation algorithms) [21]. We can encode this prob-
lem (as soft and hard clauses) to an optimization problem and employing an SMT
solver [12]. The goal is tomaximise the sum ofweights over all soft clauses while sat-
isfying all the hard clauses. We choose this approach because it enables fast reason-
ing over weighted constraints of relations of equality and inequality and it returns a
sub-optimal answer in case of timeout.

8 Redirection was tested with the requests Python package using the get function with
a max timeout of 5 seconds for connection and 25 seconds for reading.

9 We used the parse function in the rfc3987 and urllib Python library.
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Algorithm 2: partition
1 Input: an identity graph 𝐺, a weighting scheme 𝑤, a graph of

redirect 𝐺𝑅, a graph of equivalence under various encodings
𝐺𝐸

Result: status 𝑠, a set of edges removed 𝐴, the graph of
partitions 𝐺𝑃

2 initiate 𝐴 as an empty set (to store removed edges);
3 initiate 𝐻𝑐𝑐𝑠 as a set of the connected components of 𝐺;
4 while |𝐴| is increasing (no new edge to remove) and 𝐻𝑐𝑐𝑠 is not

empty do
5 foreach 𝐻𝑐𝑐 ∈ 𝐻𝑐𝑐𝑠 do
6 (optional: obtain the corresponding subgraphs 𝐻𝑅

𝑐𝑐, 𝐻𝐸
𝑐𝑐

from 𝐺𝑅, 𝐺𝐸);
7 (𝑁𝑐𝑐𝑠, 𝐴′) = partition_iter(𝐻𝑐𝑐, 𝑤, 𝐻𝑅

𝑐𝑐, 𝐻𝐸
𝑐𝑐);

8 𝐴 ∶= 𝐴 ∪ 𝐴′;
9 remove 𝐻𝑐𝑐 from 𝐻𝑐𝑐𝑠;

10 add new graphs 𝑁𝑐𝑐𝑠 that are not singleton to 𝐻𝑐𝑐𝑠.

11 remove 𝐴 from 𝐺 to get 𝐺𝑃;
12 return (𝐴, 𝐺𝑃).

3.5.1 Algorithm using UNA

Since the iUNA/nUNA requires the same parameters, we present the algorithm us-
ing the iUNA. That of qUNA can be derived simply by removing the parameters
of redirect graphs and that of encoding equivalence. Algorithm 2 takes as input a
graph 𝐺, the corresponding redirect graph 𝐺𝑅, the graph of equivalence under var-
ious encodings 𝐺𝐸, and a weighting scheme 𝑤. As a first step, we load 𝐻𝑐𝑠𝑠 with
the connected components of 𝐺. We obtain the corresponding subgraphs 𝐻𝑅

𝑐𝑐, 𝐻𝐸
𝑐𝑐

from 𝐺𝑅, 𝐺𝐸 respectively. 𝐺𝑐𝑐𝑠, together with 𝐺𝑅
𝑐𝑐, 𝐺𝐸

𝑐𝑐 and the weighting scheme is
then taken as the input of Algorithm 3. The removed edges are collected in 𝐴. The
algorithm stops when no more edges can be removed.

In the while-loop of Algorithm 2, there is a repeated call to Algorithm 3 that ex-
amines each graph of a connected component in 𝐻𝑐𝑐𝑠 (line 7). Algorithm 3 takes
advantage of an SMT solver’s power of reasoning over weighted relations of equality
and returns a solution within a given time bound. We first randomly sample some
pairs of nodes. We keep those that violate the iUNA, denoted 𝑃 (line 2). If there is at
most one pair in graph 𝐺𝑐𝑐 that violates the iUNA, we keep the graph as it is (line 4).
Otherwise, we initiate an SMT solver (line 5). For each node, we introduce a integer
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Algorithm 3: partition_iter
1 Input: a graph of connected component 𝐺𝑐𝑐, a weighting

scheme 𝑤, a graph of redirect 𝐺𝑅
𝑐𝑐, a graph of equivalence

under various encodings 𝐺𝐸
𝑐𝑐

Result: a set of graphs of connected components 𝑁𝑐𝑐𝑠, edges
removed 𝐴𝑐𝑐

2 obtain random pairs of nodes, select only those that violates
the iUNA, as 𝑃;

3 if |𝑃| ≤ 1 then
4 return (𝐺𝑐𝑐, ∅).
5 initiate an SMT solver 𝑜;
6 foreach entity 𝑒 in 𝐺𝑐𝑐 do
7 introduce an integer variable 𝐼𝑒 in the SMT solver;
8 assert hard clauses (0 ≤ 𝐼𝑒) and (𝐼𝑒 ≤ 𝑀) in 𝑜.
9 foreach pair (𝑠, 𝑡) in 𝑃 do

10 assert in 𝑜 a soft clause NOT(𝐼𝑠 == 𝐼𝑡) with weight
according to 𝑤.

11 let 𝐹 be the minimum spanning forest of 𝐺𝑐𝑐;
12 sample a small amount of additional edges from 𝐺𝑐𝑐 as 𝐵;
13 foreach pair (𝑠, 𝑡) in 𝐹 ∪ 𝐵 do
14 assert in 𝑜 a soft clause (𝐼𝑠 == 𝐼𝑡) with weight according to

𝑤.
15 obtain 𝐺′𝑅

𝑐𝑐 the undirected graph of the (directed) graph 𝐺𝑅
𝑐𝑐;

16 foreach pair (𝑠, 𝑡) in 𝐺′
𝑐𝑐 do

17 if there is a path between 𝑠 and 𝑡 in 𝐺′𝑅
𝑐𝑐 then

18 initiate/update the weight of a soft clause 𝑐𝑟 in 𝑜
according to 𝑤.

19 foreach pair (𝑠, 𝑡) in 𝐺𝐸
𝑐𝑐 do

20 initiate/update the weight of a soft clause (𝐼𝑠 == 𝐼𝑡) in 𝑜
according to 𝑤.

21 let 𝑚 be the model of 𝑜 after solving;
22 extract the removed edges 𝐴𝑐𝑐 from 𝑚;
23 remove 𝐴𝑐𝑐 from 𝐺𝑐𝑐;
24 compute 𝑁𝑐𝑐𝑠 as the connected components without

singletons;
25 return (𝑁𝑐𝑐𝑠, 𝐴𝑐𝑐).
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variable. We encode two hard clauses to ensure the values to be between 0 and 𝑀 in
the model 𝑚. These integer variables will eventually be assigned an integer value in
the model 𝑚 after solving.

Next we explain how the soft clauses are generated. For each pair (𝑠, 𝑡) in 𝑃, we
obtain a clause NOT(𝐼𝑠 = 𝐼𝑡) and associate it with a weight according to the weight-
ing scheme 𝑤 (line 10). Instead of taking all the edges of 𝐺𝑐𝑐, we take the edges of
its minimum spanning forest and a small sample of the edges to reduce the load on
the SMT solver. In line 11, we obtain the minimum spanning forest 𝐹. For efficiency,
we keep a set of edges in 𝐵 (line 12) for the back propagation process of SMT’s inter-
nal algorithm design. The edges of 𝐹 ∪ 𝐵 forms the set of edges in 𝐺𝑐𝑐 to examine
this round (line 11-14). Recall that in Section 3.4.3, our analysis showed that it pro-
vides relatively reliable information when considering redirection and equivalence
under different encoding. We therefore encode the edges of the redirection (line 15-
18) as soft clauses. The undirected graph is used for the checking of convergence of
redirection of two entities (line 15, 17).

While not every soft clause is true in the model, all the hard clauses must be satis-
fied. The goal is to maximise the sum of weights over all soft clauses while satisfying
all the hard clauses. Note that if an SMT solver fails to get an optimal solutionwithin
the timeout, it will return the best sub-optimal solution (line 21). The edge (𝑠, 𝑡) re-
mains if and only if 𝐼𝑠 equals 𝐼𝑡 in the model 𝑚 (line 22).

The weighting scheme 𝑤 consists of a series of functions that map clauses to
weights: 𝑤 = (𝑓𝐺, 𝑓𝑅, 𝑓𝐸, 𝑓𝑃). We used the training dataset to fine-tune the weight-
ing scheme. For a soft clause 𝑐𝑒 corresponding to an edge 𝑒, the weight is 𝑓𝐺(𝑐𝑒) +
𝑓𝑅(𝑐𝑒) + 𝑓𝐸(𝑐𝑒) + 𝑓𝑃(𝑐𝑒). The first weighting scheme 𝑤1 consists of four functions: 𝑓𝐺

assigns the clause of each edge in the 𝐹 ∪ 𝐵 a weight of 5, the rest 0; Similarly, 𝑓𝑃

assigns the clauses corresponding to pairs in 𝑃 a weight of 2. 𝑓𝑅 and 𝑓𝐸 both increase
the weight by 1 for that of 𝐺′𝑅

𝑐𝑐 and 𝐺𝐸
𝑐 𝑐 respectively. After some manual tuning, we

provide an alternative weighting scheme 𝑤2 with the corresponding values being
31, 16, 5, and 5, respectively. Other parameters and hyper parameters were set ac-
cording to Section 3.4.1 and fine-tuned. The upper bound M was set to 2+|𝐺𝑐𝑐|/50.
A random selection of 12% of the edges from the original graph were kept in 𝐵. Fi-
nally, based on our experience with Z3, the timeout bound for SMT solving was set
to (|𝐺𝑐𝑐|/100 + 0.5) second.
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3.6 Evaluation

3.6.1 Implementation

Weused the networkx Python package10 for the computation of the connected compo-
nents and the minimum spanning forests. For the manual annotation of the entities,
we used ANNit.11 We used the implementation of the Leiden algorithm and the
Louvain algorithm in CDlib12. As for an SMT solver, we employed Z313 and used its
Python binding [12]. We published all the code as an open source project14. All our
experiments were conducted on the LOD Labs machine. It has 32 64-bit Intel Xeon
CPUs (E5-2630 v3 @ 2.40GHz) with a RAM of 264GB.

3.6.2 Evaluation Metrics

While precision and recall are commonly used in evaluation metrics [60], the pres-
ence of ‘unknown’ annotations makes them less suitable for this task since no edge
involving an entity of ‘unknown’ counts toward precision or recall. Thus, precision
and recall do not adequately capture the qualities. Moreover, we noticed that 11
graphs in our gold standard have no erroneous edges except those with nodes la-
beled “unknown”. Therefore, we provide an additional metric. In its design, we
focus on two properties that the equivalence classes should possess within the CCs
resulting from refinement: (a) the equivalence class should not be separated over
multiple CCs; (b) two equivalence classes should not share the same CC. This leads
to the following metric for the graph 𝐺′ that results from applying a refinement al-
gorithm to 𝐺:

Ω(𝐺′) = ∑
𝐶∈𝐺′𝑐𝑐𝑠

∑
𝑄𝑒∈𝐸(𝐶)

|𝑄𝑒|
|𝑉|

|𝑄𝑒|
|𝑂𝑒|

|𝑄𝑒|
|𝐶| .

Here, 𝐶 iterates over all connected components in 𝐺′, and 𝐸(𝐶) is a partitioning
of the nodes in 𝐶 by equivalence class, so that 𝑄 always represents the set of nodes
within a given 𝐶 that refers to the same real-world entity 𝑒. 𝑉 represents the total
number of vertices, and 𝑂𝑒 is the set of all entities in 𝐺′ referring to 𝑒.

10 https://networkx.github.io
11 ANNit is a user-friendly interface for fast annotation of entities and triples. See http

s://github.com/shuaiwangvu/ANNit for details.
12 Community Discovery Library is a meta-library for community discovery in com-

plex networks: https://pypi.org/project/cdlib/.
13 https://github.com/Z3Prover/z3
14 The code and implementation details are at https://github.com/shuaiwangvu/sam

eAs-iUNA together with the results of several parametric settings.

https://networkx.github.io
https://github.com/shuaiwangvu/ANNit
https://github.com/shuaiwangvu/ANNit
https://pypi.org/project/cdlib/
https://github.com/Z3Prover/z3
https://github.com/shuaiwangvu/sameAs-iUNA
https://github.com/shuaiwangvu/sameAs-iUNA
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Within the summation, there are three factors. The first, |𝑄𝑒|/|𝑉| is the proportion
of the current set of vertices to the total. This turns Ω(𝐺′) into a weighted sum
over all subsets |𝑄|, with the weights summing to the total proportion of nodes not
annotated “unknown”. The second, |𝑄𝑒|/|𝑂𝑒|, is 1 if all references to 𝑒 are in 𝐶, and
lower if there are more references in other connected components. This penalizes
deviating from (a). The third, |𝑄𝑒|/|𝐶|, is 1 if all nodes in 𝐶 refer to 𝑒 and lower if the
connected component is sharedwith nodes referring to other entities. This penalizes
deviating from (b). Note that if the graph contains no “unknown” nodes, the max.
of Ω is 1.

3.6.3 Evaluation Results

We compare our algorithm using two variants of sources (implicit label-like and
comment-like sources) with two weighting schemes (𝑤1 and 𝑤2, as defined in Sec-
tion 3.5) against the Louvain algorithm [13], the Leiden algorithm [2], as well as
the result of MetaLink with two threshold values [6, 59]. Table 8 presents the re-
sults of the average of 5 runs for each method with best results highlighted. The
Louvain algorithm removes the most amount of edges. It has the highest recall but
relatively low precision. Recall the example in Figure 10, the results of Louvain can
be smaller isolated components. This problem also exhibits in our evaluation, due
to the significant amount of edges removed, its Ω values are low despite varying its
resolution parameter from 0.01 to 1.0. Compared with Louvain, the result of the Lei-
den algorithm shows obvious improvements. There are fewer edges removed while
the precision and Ω have improved for both the training set and the evaluation set.
As for Metalink, we run the algorithm with two thresholds: 0.9 and 0.99 (only links
with an error degree higher than the threshold are considered erroneous). There are
fewer edges removed in both cases, with higher Ω values compared against that of
Leiden and Louvain.

In almost all cases, using comment-like sources results in better precision values
while having fewer edges removed. The difference of Ω between using label-like
sources and comment-like sources is minor. In general, fewer links were removed
when using the UNA and Metalink for refinement. Comparing the nUNA with the
iUNA, we can see that using the nUNA results in more edges removed with a lower
precision. When comparing the qUNAwith the iUNA,wefind aswell that the qUNA
removes a larger amount of edges, which leads to a slightly higher recall. In almost
all settings, using the iUNA results in higher precision, which could be the benefit
of better modeling using exceptions. The best Ω values in both sets are obtained
using the qUNA, while using the iUNA results in better precision with similar Ω
values. Compared with Metalink, our algorithm shows higher precision and better
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Ω values. Overall, our evaluation indicates that different algorithms have different
advantages, but using the UNA shows clear benefits.

As for time efficiency, the Louvain and Leiden algorithm completes processing
both the training and evaluation sets within 40 seconds. For the algorithm using
the UNA, it takes around 8 minutes to process the training set in contrast to up to
27 minutes for the evaluation set. In addition, we note that up to three graphs in
the evaluation set can suffer from timeout using our algorithm15. When there is a
timeout, the SMT solver returns a sub-optimal solution. Our manual examination
shows that some “harder” and larger graphs were distributed to the evaluation set
when constructing the two sets.

Figure 13: Weight distribution of the owl:sameAs links in the LOD Laundro-
mat.

3.6.4 Improving the Results

Next, we study if we can use additional information to improve results. We can de-
fine the weight of an edge as the number of datasets in which the corresponding
triple can be found (not to be confused with the weight of a soft clause in the algo-
rithm). Out of the 650K available LOD Laundromat files, the owl:sameAs links are
distributed over 7,024 files. Thus, the weight of an edge can vary between 1 and
7,024. Figure 13 compares the weight distribution in the gold standard and across

15 These are connected components with the IDs 14872, 4635725, and 37544.
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the entire (undirected) identity graph. The bar chart shows that most of the triples
are associated with weights less than 5.

In addition, we find a significant number of entities that correspond to disam-
biguation pages in Wikipedia. Of the 3,678 edges in the gold standard that are iden-
tified as erroneous, 1,395 edges (38%) involve at least one entity about disambigua-
tion16. This can not only make the results less stable but also confirm our finding
that the precision-recall is not suitable for this problem. For all links in the gold stan-
dard, the error rate is between 27.27% and 71.81% when disambiguation entities are
involved. This is significantly higher than the average error rate in the gold stan-
dard. In addition, we noticed that after removing 501 disambiguation entities, the
largest connected component is reduced from 177,794 to 82,685 entities (a reduction
of 53.4%).

As a primitive experiment, we extend the weighting scheme by increasing the
weight of the corresponding soft clause by 2 when the weight of the edge is ≥ 2
(denoted 𝑤𝑆). We take also such disambiguation into account. If a clause is about
an edge involving at least one disambiguation entity, its weight is reduced by 5 (de-
noted 𝑤𝐷). When both conditions apply, we denote 𝑤𝑆𝐷. Table 9 shows that taking
disambiguation entities into account can improve both precision and recall notice-
ably in most cases. However, there is little improvement in Ω. This addresses the
importance of taking semantics into consideration in the refinement of the identity
graphs. However, using solely the weights of the edges or both conditions results in
no significant improvement.

3.7 Discussion and Future Work

In this chapter, we studied three definitions of UNA and proposed a UNA-based
identity refinement approach. RQ2.1 was answered by defining the iUNA that con-
siders certain exceptions that are common in large integrated graphs. Furthermore,
we created a gold standard and compared the reliability of iUNA against the qUNA
and the nUNA, and illustrated its use for refinement. For RQ2.2, we proposed an
identity refinement algorithm and evaluated its performance on different definitions
of UNA. Finally, we explored the use of additional information to improve the re-
sults.

Strictly speaking, our gold standard is not large enough for an accurate estimate
of the error rate of the entire identity graph. Using our sample, we found that among

16 The disambiguation entities were identified where there is a triple with the relation
dbp:wikiPageUsesTemplate and the object dbr:Template:Disambiguation or about
a select of 17 multilingual relations with similar meaning.

dbp:wikiPageUsesTemplate
dbr:Template:Disambiguation
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the 3,678 erroneous edges, only 5 entities have multiple label-like or comment-like
sources. This indicates that redundancy is not the direct cause of the error. This
contradicts the conclusion of [21] (see type 2 error: consistency and conciseness
error). However, based on this gold standard, it is possible to generate synthetic data
for the evaluation of future methods that can handle larger connected components.
It can also be used to trace the source of error, which may inspire future algorithms.
The gold standard can be used for the evaluation of other identity relations.17

The performance of our algorithm is sensitive to the parameters and hyper-
parameters. For example, the upper bound for each integer value𝑀 can significantly
influence the results if too small. Future work includes studying how our algorithm
scales with different time limits, automatic tuning of the parameters, and extending
the gold standard. The results of some other parametric settings are included in the
supplementary material in the repository.

The performance of MetaLink is comparable with the best outcome of our algo-
rithms. However, our analysis shows that no more than 10% of edges removed are
shared betweenMetalink and our algorithms in various settings. It could be promis-
ing to explore a hybrid approach in future work. Since our evaluation confirms the
superiority of the communities detected using the Leiden algorithm compared to
Louvain, it is also a reasonable future work to study how far the results can be im-
proved if MetaLink uses Leiden’s outputs for calculating its error degree.

The identity graph we study contains a large number of connected components
of size two, as well as two very large connected components. The biggest CC in this
dataset has 177,794 entities and 2,849,426 edges (No. 4073). The second biggest
has 21,191 entities and 101,269 edges (No. 142063). The rest are significantly smaller
with no more than 5076 nodes. Some past attempts using SMT solvers have also
discovered the bottleneck in scalability [82, 86]. In future work, we plan to design
scalable algorithms following a divide-and-conquer approach for the handling of
large connected components using pairs of entities that violate the UNA as heuris-
tics. More specifically, by removing 501 nodes identified captured by the first two
relations about disambiguation mentioned above, we manage to break the largest
component (No. 4073) into a sequence of smaller connected component with 89,215
entities, 2,258 entities, and some smaller components. We are interested in how the

17 The gold standard can also be used for the evaluation of other identity relations such
as skos:closeMatch, skos:exactMatch, rdfs:seeAlso, etc. Similarly, it is also pos-
sible to test that of owl:differentFrom. We retrieve from the LOD-a-lot knowledge
graph the edges corresponding to the entities in the gold standard. Our examination
shows that there is no overlapping edge in the gold standard with other relations ex-
cept rdfs:seeAlso. For the corresponding graph, there are 6,185 edges and 3,178
nodes. Further analysis using the gold standard shows that the error rate is between
2.70% and 9.73%, which is not significantly different from that of owl:sameAs (be-
tween 1.58% and 9.98%).
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removal of such entities reduce the size of connected components. Following that,
we are interested in designing algorithms that can scale to the entire identity graph.

Our analysis shows that 211,348 (90.98%) out of 232,311 edges in the gold stan-
dard are about DBpedia entities between different languages.18 Moreover, among
3,678 erroneous edges, 3,029 (82.35%) involve multilingual DBpedia entities. These
links could be automatic generated using transitive closure or inherited as DBpedia
enriches. Our analysis shows that these edges have not onlymade the identity graph
more complex, but also less usable as the errors propagate through the graph due to
the transitivity of owl:sameAs. Lessen such edges can benefit the correctness of the
identity graph and improve the efficiency of refinement algorithms.

In our work, we noticed that a significant amount of entities are dead nodes, some
are equivalent under various encodings, and some are redirects to each other. In fu-
ture work, it is worth exploring how the identity graph and the results of refinement
would change after removing dead nodes and merging some entities.

In contrast to graph-based methods, our algorithm takes the logical properties
into account. In future work, we would like to take advantage of the unsat core of
the SMT solver and provide some essential explanation for the removal of each edge.

Our analysis shows that a significant amount of 11.75% entities were annotated
‘unknown’ in the gold standard. Our manual assessment shows that 526 (53.29%)
of them are leaf nodes. Among the remaining 461, 179 (38.83%) of them have neigh-
bours with more than one annotations other than ‘unknown’. This could be a reason
for thewide range of error rate in Section 3.4.3. 2 of themhave only neighbours anno-
tated ‘unknown’. The remaining 280 (60.74%) of them have exactly one annotation
other than ‘unknown’.

Figure 10 shows that some resulting graphs consist of some singletons. Some
additional evaluation was performed. Table 10 below shows that the methods in
evaluation result in some singletons after the removal of erroneous edges. We exam-
ine these singletons in three measures: the proportion of singletons not connected
to major CCs (PS); the proportion of singletons annotated ‘unknown’ (PU); the pro-
portion of singletonswith unique annotation only for themselves (i.e. no other entity
of the same annotation, PT). Generally speaking, the more edges removed, the more
singletons there are. The numbers in the column of PS indicate that adding identity
links that connect singletons with their correspondingmajor connected components
could be beneficial for the result. In fact, this would improve the Ω value. A hypoth-
esis is that adding some edges can be a beneficial additional step (e.g., using string
matching) in the refinement algorithm. However, more research needs to be done
to validate this hypothesis.

18 We identify the language of an entity by its namespace. For example, those using
the namespace http://ru.dbpedia.org/resource/ are assumed to be in Russian.

http://ru.dbpedia.org/resource/
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Table 10: Singletons and their semantics.
#singletons PS (%) PU (%) PT (%)

Louvain res=0.01 4947.0 84.93 13.03 2.05
res=1.0 4499.0 81.62 11.22 71.57

MetaLink t=0.9 127 41.73 15.75 42.51
t=0.99 57 17.54 12.28 70.17

nUNA

label, w1 486.2 79.94 15.35 4.71
label, w2 473.2 80.40 17.09 2.51
comment, w1 112.2 95.74 3.97 0.29
comment, w2 103.2 94.27 4.10 1.64

qUNA w1 226.4 54.73 43.07 2.20
w2 202.6 43.44 54.62 1.93

iUNA

label, w1 116.4 41.27 54.24 4.50
label, w2 111.6 32.60 62.92 4.49
comment, w1 33.2 82.96 1.75 15.29
comment, w2 32.0 87.92 5.39 6.69

We noticed that given a longer processing time, the returned result of the SMT
solver can be improved with fewer cases of timeout. While our algorithm uses the
SMT solver as a standalone tool, it is possible to take full advantage of the SMT solver
by calling its internal functions to test if the performance can be further improved.

All the algorithms except the Louvain algorithm presented in this chapter suffer
from low recall (see Table 8). This is partially due to the optimization criteria that
limit the number of edges removed. Table 9 demonstrates the potential to use addi-
tional information to improve the results further. The Ω value indicates that some
correct edges to remove could be adjacent to the edges removed by the algorithms.
Future work includes taking multilingual labels into account to further refine the
result by removing alternative adjacent edges instead.

These experiments and analysis of the corresponding evaluation results show the
necessity of developing accurate and scalable hybrid refinement algorithms for in-
tegrated identity graphs. The problem boils down to reasoning over equality with
optimization, which could be a use case of future algorithms in graph theory as
well as applications that use multiple sources of information. Our analysis also ad-
dresses the importance of verifying identity links before consuming the correspond-
ing linked open data in real-world scenarios in future work.
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I D E N T I T Y G R A P H S

We know very little, and yet it is
astonishing that we know so
much, and still more astonishing
that so little knowledge can give
us so much power.

Bertrand Russell

IRI redirection is a common practice in the LOD cloud, forming part of best prac-
tice guidelines for addressing the “curation problem” on the semantic web—essen-
tially, resolving errors. When dereferencing, an IRI is redirected to an alternative
IRI, potentially due to namespace updates, encoding changes, or other factors. We
investigate entities from sameAs.cc [7], an identity graph previously used in chap-
ter 3 [49]. Our analysis covers edges and redirection chains and includes statistical
insights into the redirection patterns of sampled entities [49].

4.1 Introduction

The semantic web is a decentralized, worldwide information space for sharing
machine-readable data about entities and their relations. This information space
contains a vast and rapidly increasing quantity of scientific, corporate, government,
and crowd-sourced data openly published on the Web. Open data plays an impor-
tant role in the way structured information is exploited on a large scale. In this
space, resources are identified by global identifiers called Uniform Resource Iden-
tifiers (URIs), or more generally, the Internationalized Resource Identifiers (IRIs),
extending the character set allowed in URIs to include Unicode characters, making
them more suitable for internationalized web addressing. A traditional view of dig-
itally preserving these resources is by “pickling and locking them away” for future
use, like groceries, but this conflicts with their evolution. Instead, when resources
change or become outdated, a common (and even recommended) solution to the
“curation problem” (i.e., repairing data imperfections) is to redirect the user or agent
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to a new location. We investigate how such redirections can indicate the evolution
of entities in the cloud of linked open data.

Semantic web resources can be divided into two main categories1: information
resources whose essential characteristics can be conveyed in a message (e.g., web
pages, documents), and non-information resources that are outside the information
space of the Web (e.g., Amsterdam, Tim Berners-Lee, the concept of color). When
dereferencing an outdated IRI of a non-information resource such as the city of
Amsterdam (e.g. https://dbpedia.org/resource/Amsterdam), it is best prac-
tice [37] to redirect the user or agent to the information resource about this city (e.g.
https://dbpedia.org/page/Amsterdam) using the HTTP response code 303 known
as ‘see other’.

In practice, redirections through 3XX response codes are not limited to such cases,
and are also used to prevent information loss when an IRI can no longer be deref-
erenced. Precisely, redirecting between two information resources (e.g. in case of
a website’s update) or between two non-information resources (e.g. for preserving
backwards compatibility when an RDF dataset is updated). As the semantic web
develops, such redirection links capture the information evolution between IRIs. In
fact, when dereferencing an IRI, there can be multiple intermediate IRIs involved in
the redirection. For instance, Figure 14 illustrates different scenarios that occur in
practice when dereferencing IRIs.2 It shows five entities of an RDF graph: 𝑒0, 𝑒3, 𝑒6,
𝑒8, and 𝑒9 that are connected by any object property, represented in this figure with
the black edges (in this chapter, we will restrict to owl:sameAs identity links). Red
edges represent HTTP redirection links, showing for instance a redirection from 𝑒3

to 𝑒5 with an intermediate redirection to 𝑒4. The links from 𝑒0 are an example of
redirections that ultimately lead to an error (e.g., because of a 4XX response code
when dereferencing 𝑒2), illustrated as a cross-out node. Finally, this figure shows
another case where two resources (𝑒6 and 𝑒9) are redirected to the same IRI (𝑒7), be-
fore reaching 𝑒10, which faces a timeout error (denoted with a question mark) when
attempting to resolve the IRI it redirects to.

Although these redirection mechanisms are an integral part of the architecture of
the web, and are part of the best practice guidelines for linked data, the semantics of
such redirection is unclear. It is tempting to identify a redirection with an implicit
statement of identity: the source of the redirection is semantically equivalent to the
target of the redirection; it is only the location of the resource that is different. In
this chapter, we set out to clarify the semantic intent of redirections as they are being
used in practice.

1 See https://www.w3.org/2001/tag/doc/httpRange-14/2007-05-31/HttpRange-14
for more details about IRIs, dereferencing, redirection, (non-)information resources,
and their relations.

2 See Section 4.3.2 and Table 11 for our annotation of different scenarios.

https://dbpedia.org/resource/Amsterdam
https://dbpedia.org/page/Amsterdam
owl:sameAs
https://www.w3.org/2001/tag/doc/httpRange-14/2007-05-31/HttpRange-14
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𝑒0 𝑒1 ��@@𝑒2

𝑒3 𝑒4 𝑒5

𝑒6 𝑒7 ?𝑒10

��@@𝑒8 𝑒9

Figure 14: An illustration of HTTP GET request of IRIs (black thick arrows
for owl:sameAs and dashed arrows for redirection)

Practically, our examination focuses on the redirection of entities in subgraphs
that are restricted to identity links between entities (such as owl:sameAs). When
considering the IRIs identical to entities in these subgraphs, there can be ambiguity
and unwanted consequences due to the semantics of identity links. We discuss how
redirection can indicate the evolution of entities in the cloud of linked open data (i.e.
the LODcloud). We study the following two research questions. RQ3.1: How canwe
interpret and model the implicit semantics of IRI redirection in integrated identity
graphs? For this question, we examine sampled edges and chains of redirection. We
classify the scenarios of redirection and estimate the proportion of redirection that
can be interpreted as identity links. RQ3.2: What are the properties and structure of
the redirection graphs? To answer this question, we study the redirection graphs by
performing a statistical analysis and examining their graph-theoretical properties,
followed by a discussion about the impact of redirection on the LOD cloud.

Our main contributions are as follows.3

1. Four redirection graphs corresponding to different sampling methods using
the sameas.cc identity graph.

2. 4,000 semi-automatically annotated edges (as pairs of IRIs) in the uniformly
sampled redirection graph.

3. A qualitative study of the semantics of redirection in the identity graphs.

3 The source code can be found at https://github.com/shuaiwangvu/redirection.
The datasets were published online at https://doi.org/10.5281/zenodo.7225383
with DOI 10.5281/zenodo.7225383.

https://github.com/shuaiwangvu/redirection
https://doi.org/10.5281/zenodo.7225383
10.5281/zenodo.7225383
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4. A quantitative study of properties of the redirection graphs.

The chapter is organized as follows. In Section 4.2, we present related work on
redirection and identity graphs. Section 4.3 introduces the new redirection graphs,
based onwhichwe sample data for analysis. Section 4.4 studies the semantics of redi-
rection. The analysis of the redirection graphs is discussed in Section 4.5 followed
by conclusions and future work in Section 4.6.

4.2 Related Work

As a domainwith a strong focus on unambiguous identifiers andmeaning, semantic
web research has been suffering from an ill-defined sense of identity [72]. This crisis
becomes evenworsewhen taking into account the impact of the evolution of datasets
on the identity links. The identity crisis was already studied by Halpin, et al. [30]
in 2009. They propose to study how an HTTP resource responds to a GET request,
including how they redirect to new IRIs (both the hash convention and the HTTP
303 redirection). However, this work did not retrieve or study any data from the
web, nor performed any quantitative assessment on the reliability of interpreting
redirection as identity relations.

The evolution of datasets can result in missing IRIs. De Melo presented an initial
analysis in 2013 and revealed that, for the BTC2011 sameAs triples, 205,231 out of
1,055,626 unique DBpedia IRIs did not exist in the DBpedia 3.7 dataset [21]. This
analysis shows that around 19.4% of entities no longer existed after only two years
since their first publication. The paper also investigated the reasons for this. For
example, IRIs with incorrectly escaped titles, i.e. using a different encoding scheme
than DBpedia itself, resulted in IRIs that do not exist in DBpedia. Secondly, since
Wikipedia is a living resource, articles may be deleted, merged, or renamed. Thus,
many IRIs no longer exist in DBpedia.

Regino et al. [61] studied semantically broken links. These are newly added links
between the new IRIs of the subjects or objects that may have evolved. When the
evolved IRIs refer to different real-world entities, the change of semantics would
result in errors (thus the name “semantically broken links”). For example, a link
between 𝑒3 and 𝑒4 in Figure 14 could be such an example if 𝑒4 refers to a different real-
world entity than 𝑒3. They studied the links between Wikidata and GeoNames and
two versions of DBpedia. While their analysis found some semantically broken links,
their approach cannot be scaled to the web since they only studied English entities
and rely onWordNet and BabelNet as background knowledge for the determination
of similarity by analyzing on their labels. Moreover, tracking every version of entities
in each dataset is not practically feasible.
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To the best of our knowledge, the latest web scale examination of the identity
graphs dates back to the 2015 crawl of the web4. It consists of 558.9M owl:sameAs

links between about 179.7M entities [7]. However, this graph is now outdated, and
as far as the authors are aware, there is no quality assessment of its entities, in com-
parison to the presence of multiple assessments of its links. This chapter aims to
address the importance of dynamics in identity graphs.

4.3 Data Preparation

In this chapter, we extract our entities from the sameas.cc dataset [7]. This identity
graph represents a subgraph restricted to owl:sameAs links of the 2015 LOD Laun-
dromat dataset [8] that covers more than 650K datasets. We refer to this identity
graph as 𝐺. Section 4.3.1 provides details of sampling. Based on the sampled enti-
ties, we construct the redirection graphs in Section 4.3.2. Finally, in Section 4.3.3 we
sample 4,000 edges and 100 chains of redirection in the redirection graph based on
uniformly sampled entities. These datasets will be analyzed in Section 4.4 and 4.5
to answer our research questions.

4.3.1 Sampling from identity graphs

For this study, four samples were created. The first sample 𝐸𝑈 is created by ran-
domly choosing 100K entities from 𝐺. The remaining three samples contain 20K en-
tities each, to study the presence of a correlation between the size of the connected
components of 𝐺 and the semantics of redirection. In 𝐺, the set of entities in a CC
refers to an equivalence class (i.e. set of entities that refer to the same real-world
entity). These entities were sampled equally from CCs containing only 2 entities,
those containing 3 to 10 entities, and CCs with more than 10 entities. We refer to
these samples as 𝐸𝐶𝐶(2), 𝐸𝐶𝐶(3−10) and 𝐸𝐶𝐶(>10), respectively. We use a disk-based

4 The resulting identity graph and its related research results are hosted at https:
//sameas.cc.

owl:sameAs
https://sameas.cc
https://sameas.cc
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key-value method5 to obtain a merger of the components until reaching its maximal
status while still being space efficient as described in [7].

4.3.2 Constructing the redirection graphs

We analyse the IRI of the sampled entities by sending an HTTP GET request. If the
response status code isHTTP 200, we label it asOK. If it is a 400+HTTP error indicat-
ing a client error, we label it as ‘Not Found’ (NF). Otherwise, if the entity is a literal
or the request fails, we label it with ‘Error’ (ER). We use the label ‘Timeout’ (TO) if
the request times out. In practice, some IRIs take longer to connect or read. Hence,
we increase the timeout threshold in three steps. We first set the connection timeout
to 0.01 second and read timeout parameters to 0.05 second. We collect all IRIs with
a timeout for processing in the next step and add labels to the rest. We then use the
parameters 0.5 and 2.5 seconds and again collect those that faced a timeout. Finally,
our last attempt uses 5 and 25 seconds as parameters. As for cases with redirection
we used the history in the response to check if redirection happens. Thus, we in-
clude also HTTP 300 (redirection with multiple choice), 301 (moved permanently),
307 (temporal redirect), 308 (permanent redirect), etc. We label the remaining as
‘Redirect Until Timeout’ (RUT). Similar as above, we label IRIs that redirect as ei-
ther ‘Redirect Until Not Found’ (RUNF), ‘Redirect Until Error’ (RUE), or ‘Redirect
Until Found’ (RUF). We create an edge in the redirection graph for each redirection.
Similarly to the uniform sampling, we name this graph 𝑅𝑈 for 𝐺, and similarly we
name the three redirection graphs 𝑅𝐶𝐶(2), 𝑅𝐶𝐶(3−10), and 𝑅𝐶𝐶(>10) corresponding to
the sampled entities 𝐸𝐶𝐶(2), 𝐸𝐶𝐶(3−10), and 𝐸𝐶𝐶(>10), respectively.

All the scripts were written in Python6. We performed all the HTTPGET requests
on a computer on August 23, 2022 on the LOD Labs machine, which has 32 CPUs of
Intel Xeon E5-2630 v3 (2.40GHz) with 264GB of memory running Ubuntu 18.04.6.

5 We create two key-value databases by using the key-value store RocksDB with
Python bindings (https://github.com/NightTsarina/python-rocksdb). set_id
maps each entity to a unique integer (i.e. the id) while identity_setmaps each unique
id as a key with an identity set as its corresponding value. Thus, the composition of
these two mappings identity_set(set_id(𝑒)) are all the entities in the corresponding
component of 𝑒. To obtain these key-value databases, we iterate through each triple
of the input identity graph. We check if the subject and object have corresponding
ids. If neither is the case, we assign a new id to both. If one has an id, the other
adopts its id. Finally, if their ids are different, we obtain the entities of the one with
greater id as mentioned above and update the ids of these entities with the smaller
id.

6 All the code and scripts are open source in the repository at https://github.com/s
huaiwangvu/redirection.

https://github.com/NightTsarina/python-rocksdb
https://github.com/shuaiwangvu/redirection
https://github.com/shuaiwangvu/redirection
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Its downloading speed is 871.56 MB/s. The construction of the redirection graphs
took 33.5 hours in total.

4.3.3 Sampling edges and chains for manual analysis

To understand what these redirections are about, we sampled 4,000 edges from 𝑅𝑈 .
These edges are stored in a file as pairs of IRIs. Moreover, we track the redirection
behavior of 100 entities whose number of hops of redirection is greater than two.
These chains will then be manually analyzed in the next section.

4.4 Implicit Semantics of Redirection

Next, we estimate the implicit semantics of each of these redirections (RQ3.1). In
this section, we perform a qualitative analysis of redirection in the identity graphs.
More specifically, Section 4.4.1 studies pairs of redirection and Section 4.4.2 provides
details of our manual assessment of chains of redirection.

4.4.1 Analysing pairs of redirection

In this section, we study the nature of redirection links. For this, we sample 4,000
redirection links from 𝑅𝑈 for semi-automatic analysis. Figure 15 illustrates the pro-
portion of different cases. We found that 39.1% of IRIs in 𝑅𝑈 redirect to their https
equivalent. A further 4.7% of IRIs only differ from their redirect by encoding, while
another 1.3% in 𝑅𝑈 redirects to IRIs only differ in upper/lower case. Together, this
amounts to 45.1% of redirects that aremainly concernedwith engineering technicali-
ties. A second very common case are the updates of namespaces in the same domain
(33.0%). For example, https://www.worldcat.org/oclc/67950327 redirects to
https://www.worldcat.org/title/pro-patria/oclc/67950327. We surmise that
these are the result of dataset evolution. A specific case of intra-namespace redirec-
tions are the 12.1% that redirects from aDBpedia resource to aDBpedia page (but not
the inverse). For example, https://dbpedia.org/resource/Rimula_californiana
to http://dbpedia.org/page/Rimula_californiana. These are redirects from a
representation to a description7. In addition, we found some cases where some suf-
fixes are added to the original IRIs (12.7%), including ‘.json’ (4.0%) and ‘.rdf’ (0.1%).
Another 0.6% is about automatic truncation of fragment of hash IRIs (i.e. the hash
convention). Finally, various other cases make up the remaining 8.6%, with new

7 In the sense of https://www.w3.org/TR/coolIRIs.

https://www.worldcat.org/oclc/67950327
https://www.worldcat.org/title/pro-patria/oclc/67950327
https://dbpedia.org/resource/Rimula_californiana
http://dbpedia.org/page/Rimula_californiana
https://www.w3.org/TR/coolIRIs
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Figure 15: Proportion of redirection behavior among sampled entities

IRIs updated with ids and names, embedded queries, mistaken encoding, or other
complex cases.

Our analysis shows that the HTTPS protocol has been widely adopted over the
past years. It is likely that the semantics are preserved if they only differ by the
choice of protocol. Similarly, if two IRIs only differ by encoding or upper/lower case
in their names, they are also likely to refer to the same real-life entities. This sums
up to 45.1% (colored red, indicating identity preserving). As for redirection from
non-information resources to information resources, only less than 1% concerns hash
convention. We also observed at least 4.1% redirects to its corresponding files (with
suffix of .json or .rdf) or fromDBpedia resources to the corresponding pages (12.1%).
This sums up to 16.8% (colored cyan, indicating non-identity preserving). Given all
the results, our best approximation is that between 45.1% and 83.2% (100%-16.8%)
of redirection links can indeed be taken as identity links.

This primitive analysis shows that the semantics of redirection is rich in prac-
tice and requires further investigation with more detailed semi-automatic analysis.
Given our analysis that a sizeable share of redirects (up to over half of them) cannot
be reliably assumed to signify an identity link, we conclude that redirection should
not be used to update outdated mappings without further refinement or manual
assessment.
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4.4.2 Analysing chains of redirection

Next, we perform an analysis of chains of redirection in 𝑅𝑈 . On average, redirection
chains have 1.7 hops. More precisely, entities redirected before timeout (RUT) take
on average 1.7 hops to reach. Those redirected until not found (RUNF) take 1.6
hops. Those redirected until found (RUF) take 1.8 hops on average. Finally, there
are only few redirected until error (RUE)with an average of 1.5 hops. Given the little
difference we observed between each category, we uniformly sample 100 chains of
redirection across these categories.

We extract 100 chains of redirection with at least 2 hops. Our manual examina-
tion shows that the individual redirections in these chains are rarely restricted to
a specific type (from Section 4.4.1) but rather mix multiple types. This makes it
very difficult to classify these chains. We also observe that these redirections mostly
happen within a domain (85%). Among these chains, redirects within the domain
wikidata.org is most common (28%). Redirection between DBpedia’s resources,
pages, and their various encodings are also very common (26%). Moreover, these
chains are among the longest in our sample with an average number of hops of 3.2.
Other domains that occur frequently in these chains are bibsonomy.org (5%) and
viaf.org (1%).

4.5 Analyzing the Redirection Graphs

Table 11 shows an analysis of the behavior of HTTP GET request when applying our
redirection typology to 𝐺 (see Section 4.3.2 for the name of each column). When
sampled uniformly, only 33.7% of the IRIs are valid entities: information of the IRI
can be found (HTTP 200) with or without redirection (i.e. the sum of the ‘OK’ and
‘RUF’ column).8 Surprisingly, this result implies that only around 1% of the IRIs re-
turn meaningful information directly. A comparison of the column ‘OK’ with ‘RUF’
shows that redirection is a well adapted means to provide updated information for
outdated IRIs. In contrast, a disappointing 66.3% of entities are invalid: IRIs that
led to an error, could not be found, or resulted in a timeout (even after a few hops
of redirection). When examining sampling w.r.t. connected components (CCs) of
different sizes, we observe that the proportion of valid IRIs decreases as the size of
the CC increases. Correspondingly, the opposite trend shows for columns labelled
‘NF’ (not found), ‘TO’ (time out), ‘RUNF’ (redirect until not found), or ‘RUE’ (er-
ror). This would suggest that large connected components are a signature of poorly
maintained subsets of IRIs. This could be associated to the greater proportion of in-

wikidata.org
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valid entities as the size of CC increases. This might provide a useful heIRIstic for
LOD maintenance.

Table 12 presents an analysis on how entities in 𝐸𝑈 , 𝐸𝐶𝐶(2), 𝐸𝐶𝐶(3−10), and
𝐸𝐶𝐶(>10) are redirected. Over half of the entities are involved in redirection when
sampled uniformly. The average hops of redirect is around 1.71. We observed that
𝑅𝐶𝐶(3−10) has a cycle of two entities redirecting to each other. The longest paths
can be as many as 8 hops. Our manual examination shows that they are all about
redirections between IRIs involving DBpedia resources and pages.

4.6 Conclusion

In this chapter, we investigated different scenarios where IRIs are redirected. We
studied the semantics by examining edges and chains of redirection. The intuition
behind redirects in the LOD cloud is that they preserve identity. Our analysis in
section 4.4.1 shows that this is indeed the case for a large proportion of redirects
sampled from the sameas.cc dataset, with 45% being almost certainly identity pre-
serving, possibly up to 83%. In short, the answer to our first research question is that
identity is indeed a plausible estimate of the semantics of redirects. However, given
that for somewhere between 17-55% of redirects it is unclear whether they are iden-
tity preserving, we suggest that redirection should not be used to update outdated
dataset mappings without further refinement or manual assessment.

In answer to our RQ3.2, concerning the properties and structure of the redirec-
tion graphs, we found that without any redirects, only 1% of all sampled IRIs return
meaningful information directly, rising to 33% after redirection. This means that a
disappointing 66% of all IRIs end in error, failure, or timeout at the end of their redi-
rection chain. Furthermore, such failure cases are more frequent in larger connected
components, suggesting that such large connected identity components are indica-
tive of poor maintenance, which may serve as a useful heuristic for LOD repair.

Prior work has documented that 19% of unique IRIs in identity graphs do not ex-
ist after only two years since publication [21]. Our analysis shows that information
of only around 1% of entities is still maintained at their original location, while some
33% of entities can still provide valid information when taking redirection into ac-
count, showing that redirection plays a crucial part in the maintenance of the LOD
cloud.

Section 4.4.1 presented an analysis of sampled redirection links. In future work,
we would like to compare this distribution against existing identity links and study

8 As with the sameas.cc graph, we discovered a small number of literals. They were
included as exceptions in the ‘ER’ column.

sameas.cc
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how similar they are. This could provide further evidence how we can take cer-
tain redirection links as identity links. Moreover, the identity graph we used is now
considerably outdated. We could create a new updated identity graph and study
redirects of sampled entities.

This chapter restricted the analysis to entities in the identity graph. In futurework,
we would like to remove this restriction and compare against the redirection of IRIs
in the LOD cloud. Finally, it could be interesting to examine how redirection can
help update existing mappings.



5 A N A LY S I S O F L A RG E I N T E G R AT E D
KG S FO R E C O N O M I C S , B A N K I N G , A N D F I -
N A N C E

I have never let schooling
interfere with my education.

Mark Twain

Building on earlier chapters’ lessons and methods, we apply them to a domain-
specific use case, focusing on knowledge graphs in economics, banking, and finance
[76]. Through statistical and graph-theoretical analysis, we show that integrating
these graphs enriches entity information. We assess quality by examining identity
link subgraphs and (pseudo-)transitive relations. Finally, we address error sources,
their refinement, and discuss the potential use of our integrated graph.

5.1 Introduction

The 2008 financial crisis urged early detection of systemic risk to national and world
economies in derivatives markets. The relative size of these markets is a funda-
mental risk to geopolitical as well as economic security [45]. As a tool, knowledge
graphs (KGs) show great potential in use as they can represent companies struc-
tured in complex shareholdings, as well as information about investment, acquisi-
tion, bankruptcy, etc. Shao et al. used knowledge graphs of real financial data where
nodes are customer, merchant, building, etc [63]. The edges can be transactions be-
tween customers, residential information about customers, etc. As a benefit of its
graphical structure, their knowledge graph captures interrelations and interactions
across tremendous types of entities more effectively than traditional methods. They
performed extensive experiments and demonstrated the usage of knowledge graphs
in the consumer banking sector [63]. Bellomarini et al. addressed the impact of the
COVID-19 outbreak on the network of Italian companies using knowledge graphs
of millions of nodes [9]. Such projects require multiple types of domain knowl-
edge, from company ownership to public health policy, from bankruptcy to social
resilience. The essence of such knowledge becomes clear for strategy formation and

87
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policy-making based on the dynamics of complex interconnected systems. Unfor-
tunately, many sources of knowledge were developed independently of each other.
Fusing these independent KGs could lead to a significantly richer source of knowl-
edge, which could improve the performance of existing applications. In this chapter,
we study properties of the integration of knowledge graphs by analyzing the statis-
tical and graph-theoretical properties. RQ4.1: How can the integration of domain-
specific KGs in finance and economics enhance entity descriptions and contribute to
identifying errors? RQ4.2: How do refinement challenges differ between domain-
specific and general-purpose knowledge graphs? More specifically, we study prop-
erties of integrated knowledge graphs by combining existing knowledge graphs in
the domains of economics, banking, and finance.

Finance The Financial Industry Business Ontology (FIBO) [10] includes formal
models that are intended to define unambiguous shared meaning for financial in-
dustry concepts. Another popular ontology is the Financial Regulation Ontology
(FRO), which has been used as a higher-level, core ontology for ontologies such as
the Insurance Regulation Ontology1 (IRO), the Fund Ontology2, etc.

Economics The STW (Standard Thesaurus Wirtschaft) Thesaurus for Economics
was developed by the German National Library of Economics (ZBW) and gained
popularity in scientific institutes, libraries and documentation centers, as well as
business information providers. The JEL classification system was initially devel-
oped for use in the Journal of Economic Literature (JEL) [17] and is now a standard
method of classifying scholarly literature in the field of economics.

Banking Knowledge graphs have attracted increasing attention in the banking
industry over the past decade. The WBG Taxonomy3 includes 3,882 concepts. It
serves as a small classification schema that represents the concepts used to describe
the World Bank Group’s topical knowledge domains and areas of expertise, pro-
viding an enterprise-wide, application-independent framework. In comparison, the
Bank Regulation Ontology (BRO) is much bigger and uses two industrial standards,
namely FIBO and LKIF [34], as its upper ontology. It was built on top of the FRO on-
tology, as mentioned above. Unfortunately, many knowledge graphs are developed
by banks and are not open source.

In this chapter, we study several properties of integrated knowledge graphs in the
domain of economics, banking, and finance. Our contributions include the follow-
ing. We integrate some knowledge graphs in the domain of economics, banking, and
finance and present the integrated knowledge graph consisting of over 610K nodes

1 https://insuranceontology.com/
2 https://fundontology.com/
3 https://vocabulary.worldbank.org/PoolParty/wiki/taxonomy

https://insuranceontology.com/
https://fundontology.com/
https://vocabulary.worldbank.org/PoolParty/wiki/taxonomy
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and 1.7 million edges4. We study how the integration can enrich the information of
entities with some statistical and graph-theoretical analysis. We discuss the refine-
ment of the integrated knowledge graph. We further compare it against the large
knowledge graphs and discuss how refinement challenges change.

This chapter is organized as follows. Section 5.2 presents the knowledge graphs
and their integration. Section 5.3 presents some detailed analysis of the integrated
knowledge graph. Section 5.4 includes an analysis of the source of error, followed
by a discussion of its use in the study of interoperability. Finally, we conclude our
studies and suggest future work in Section 5.5.

5.2 Integrating Knowledge Graphs
By integrating knowledge graphs from various domains, we expect to see more en-
tities and richer information about these entities. In this work, we limit ourselves
to knowledge graphs produced by integrating ontologies (which can themselves be
taken as knowledge graphs). Oftentimes, such integration requires the process of de-
termining correspondences between entities in ontologies. Such a process is called
ontology alignment. The set of correspondences is called a mapping or an alignment.
The following is a list of 11 knowledge graphs we collected from 9 projects in the
domains of economics, banking, and finance.

1. the Financial Industry Business Ontology (we collected the FIBO ontology
using OWL and FIBO vocabulary using SKOS)5

2. the Financial Regulation Ontology (FRO)6

3. the Hedge Fund Regulation (HFR) ontology7

4. the Legal Knowledge Interchange Format (LKIF) ontology8

5. the Bank Regulation Ontology (BRO)9

4 The data and Python scripts are available at https://github.com/shuaiwangvu/Eco
Fin-integrated.

5 The product version retrieved from https://edmconnect.edmcouncil.org/fibo
interestgroup/fibo-products/fibo-owl (147 files in Turtle format) and https:
//edmconnect.edmcouncil.org/fibointerestgroup/fibo-products/fibo-voc (1
file in Turtle format) respectively on 14th January, 2022.

6 32 Turtle files were retrieved from https://finregont.com/ontology-directory-f
iles-prefixes/ on 14th Janurary, 2022.

7 12 Turtle files were retrieved from https://hedgefundontology.com/ontology-fil
es/ on 14th January, 2022

8 Retrieved from http://www.estrellaproject.org/lkif-core/#download on 30th
January, 2022.

9 16 Turtle files were retrieved from https://bankontology.com/ontology-directo
ry-files-prefixes/ on 30th January, 2022.

https://github.com/shuaiwangvu/EcoFin-integrated
https://github.com/shuaiwangvu/EcoFin-integrated
https://edmconnect.edmcouncil.org/fibointerestgroup/fibo-products/fibo-owl
https://edmconnect.edmcouncil.org/fibointerestgroup/fibo-products/fibo-owl
https://edmconnect.edmcouncil.org/fibointerestgroup/fibo-products/fibo-voc
https://edmconnect.edmcouncil.org/fibointerestgroup/fibo-products/fibo-voc
https://finregont.com/ontology-directory-files-prefixes/
https://finregont.com/ontology-directory-files-prefixes/
https://hedgefundontology.com/ontology-files/
https://hedgefundontology.com/ontology-files/
http://www.estrellaproject.org/lkif-core/#download
https://bankontology.com/ontology-directory-files-prefixes/
https://bankontology.com/ontology-directory-files-prefixes/
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6. the Financial Instrument Global Identifier (FIGI)10

7. the STW Thesaurus for Economics (and its mappings)11

8. the Journal of Economic Literature (JEL) classification system12

9. the Fund Ontology13

Not all knowledge graphs are available: some are not open source (e.g., the Italian
Ownership Graph [9]), some others are commercial (e.g., the enterprise knowledge
graphs by Agnos.ai14) and a few are not maintained anymore (e.g., the OntoBacen
project [56]).

Table 13: Alignment of knowledge graphs
FIBO-vD FIBO-OWL LKIF FIGI STW JEL Fund

FIBO-vD - 599 1 147 12 204 11
FIBO-OWL - - 24 516 5 57 70

LKIF - - - 1 0 0 23
FIGI - - - - 0 34 2
STW - - - - - 2 0
JEL - - - - - - 1
Fund - - - - - - -

We used LogMap15 for the alignment between knowledge graphs [40]. It is a
highly scalable ontology matching system with ‘built-in’ reasoning and inconsis-
tency repair capabilities. It can efficiently match semantically rich ontologies con-
taining tens (and even hundreds) of thousands of classes. Considering the size of
our files, we used the version with mapping repair but not the aid of any reasoner.
Unfortunately, FRO, BRO, and HFR failed to load due to parsing errors in some
files they import. Table 13 summarizes the number of pairs of entities generated
by LogMap. Overall, 1,698 unique identity links of skos:exactMatch were added to
the integrated graph.

All the selected knowledge graphs were first converted to Turtle format and then
integratedwith duplicated triples removed using RDFpro16 [18]. RDFpro is an open-
source stream-oriented toolkit for the processing of RDF triples. The integration took

10 4 RDF files were retrieved from https://www.omg.org/spec/FIGI/ on 22nd Decem-
ber, 2021.

11 The chapter used STW v9.12 based on the SKOS ontology. The ontology and its 9
mappings files were retrieved from https://zbw.eu/stw/version/latest/downlo
ad/about.en.html on 30th Janurary, 2022.

12 The Turtle file was retrieved from https://zbw.eu/beta/external_identifiers/j
el/about on 30th January, 2021.

13 The chapter uses 8 Turtle files retrieved from https://fundontology.com/ontolog
y-files/ on 28th December, 2021.

14 https://agnos.ai/services
15 http://krrwebtools.cs.ox.ac.uk/logmap/
16 http://rdfpro.fbk.eu/. We used RDFpro (version 0.6) without smushing.

https://www.omg.org/spec/FIGI/
https://zbw.eu/stw/version/latest/download/about.en.html
https://zbw.eu/stw/version/latest/download/about.en.html
https://zbw.eu/beta/external_identifiers/jel/about
https://zbw.eu/beta/external_identifiers/jel/about
https://fundontology.com/ontology-files/
https://fundontology.com/ontology-files/
https://agnos.ai/services
http://krrwebtools.cs.ox.ac.uk/logmap/
http://rdfpro.fbk.eu/
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Table 14: General statistics of knowledge graphs
Name |V| |I| |E| Size

FIBO-vD 17,547 8,173 28,128 3.1MB
FIBO-OWL 103,288 40,780 249,992 16MB

FRO 94,215 68,355 283,976 16MB
HFR 14,235 8,720 34,771 2.6MB
LKIF 1,005 675 2,363 141KB
BRO 259,074 150,241 838,007 43MB
FIGI 12,180 4,003 16,434 822KB
STW 51,128 8,022 113,276 3.4MB
JEL 12,109 1,009 177,57 1.1MB
Fund 10,119 6,269 35,005 3.2MB

STW-mappings 78,398 39,846 177,603 11MB
alignment 2,327 2327 1,698 255KB
integrated 610,866 324,817 1,778,755 93MB

23 seconds on a 2.2 GHz Quad-Core i7 laptop with a 16GB memory running Mac
OS. All files were then converted to their HDT format for further experiments. The
integrated knowledge graph consists of 1,778,755 unique triples (edges) and 610,866
nodes. It has 93MB and 22MB in its Turtle and HDT format respectively. Table 14
summarize the statistics of the number of nodes, edges and the size of their Turtle
files. For the sake of speed, when studying properties of these knowledge graphs,
we use files in HDT format.

5.3 Analyzing the Integrated KG

In this section, we first study how the information of entities can be enriched with
some statistical analysis of graph structure (Section 5.3.1). We then examine identity
links (e.g. skos:exactMatch) in the integrated graph G and their corresponding
subgraphs (Section 5.3.2). We study also transitive and pseudo-transitive relations
such as concept generalisation in Section 5.3.3.

5.3.1 Statistical and Graph-theoretical analysis

We study how the information of entities can be enriched when combining different
resources. When an entity is described in different domains, its in- and out-degree
are expected to increase. Figure 16 illustrates the in-/out-degree of the knowledge
graphs and the integrated knowledge graph. Both the in- and out-degrees of the
integrated graph show a power-law distribution. Moreover, the figures show that
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the integration increases both the number of degrees in general and the number of
nodes with high degrees, which demonstrates how this integration can enrich the
information of entities. For example, lkif-norm:allowed_by has an out-degree of 7
in the integrated graph but the three graphs that contain information about it has
out-degrees of 2, 5, and 1 respectively17.

Table 15 provides the in-/out-degree ofmain hubs, i.e., entitieswith the highest in-
/out-degrees (excluding literals)18. While entities with the highest in-degrees vary
from terms in the XBRL ontology to owl:Class and skos:Concept, entities with the
highest out-degrees are mostly from the BRO ontology. Thus, we expect the inte-
grated graph exhibits a scale-free network structure.

Table 15: Entities with high in-/out-degree
Entity In-degree

sxml:TextNode 57,737
fro-xbrl:linkbase.ttl#loc 24,767

owl:NamedIndividual 23,960
owl:Class 22,731

fro-xbrl:instance.ttl#Item 15,375
skos:Concept 9,822

Entity Out-degree

bro:Call_Report_v129_ec_mess.ttl#r-2 18,355
bro:Call_Report_v129_ref.ttl#r-1 13,551
bro:Call_Report_v129_ec.ttl#r-2 11,015
bro:Call_Report_v129_pres.ttl#r-2 9,026
bro:Call_Report_v129_cap.ttl#r-2 6,755

Table 16 summarizes the graph-theoretical statistics. Let maxSCC and maxWCC
represent the number of nodes in the largest strongly connected component (SCC)
and weakly connected component (WCC), respectively. In addition, we compute
the fraction of nodes in the biggest SCC and WCC, denoted 𝑝𝑆 and 𝑝𝑊 respectively.
The high values of 𝑝𝑊 in the table show that the graphs are mostly connected. More
specifically, 𝑝𝑊 = 99.98% for the integrated graph, which is due to the overlapping
domains of the knowledge graphs and the mappings. The low values of 𝑝𝑆 indicate
that the underlying structure of these graphs is mostly hierarchical, especially that
of JEL, BRO, and FIBO-vD.

17 The prefix lkif-norm corresponds to the namespace http://www.estrellaproject.
org/lkif-core/norm.owl#.

18 The prefix bro corresponds to the namespace http://bankontology.com/br/form/.
The prefix sxml corresponds to http://topbraid.org/sxml#. The prefix fro-xbrl
corresponds to http://finregont.com/fro/xbrl/.

http://www.estrellaproject.org/lkif-core/norm.owl#
http://www.estrellaproject.org/lkif-core/norm.owl#
http://topbraid.org/sxml#
http://finregont.com/fro/xbrl/
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Figure 16: Distribution of in-/out-degree of nodes in knowledge graphs
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Table 16: Graph-theoretical statistics of knowledge graphs
Name maxSCC 𝑝𝑆(%) maxWCC 𝑝𝑊(%)

FIBO-vD 1 0.01 17,535 99.93
FIBO-OWL 297 0.29 103,208 100

FRO 17 0.02 94,015 99.79
HFR 849 5.96 14,230 99.96
LKIF 88 8.76 963 95.82
BRO 13 0.01 258,982 99.96
FIGI 13 0.11 12,180 100
STW 6777 13.25 51,128 100
JEL 1 0.01 12,099 99.92
Fund 109 1.08 10,111 99.92

STW-mappings 617 0.79 78,398 100
alignment 3 0.13 119 5.11
integrated 36,853 6.03 610,792 99.98

5.3.2 Analysis of identity links and redundancy

Integrating multiple datasets results in redundant elements of the same concept.
While from a logical point of view, such entities are harmless, they make concept
definitions unnecessarily hard to construct and maintain. In addition, redundant el-
ements might lead to content-related problems when concepts drift [22]. While it
is beyond the scope of the chapter to provide a manually annotated gold standard,
we can study the properties of these entities by performing analysis of the corre-
sponding identity graphs, the subgraphs that correspond solely to some identity
link. Identity links are relations between entities that are considered identical and
intended to refer to the same real-world entities. Typical identity links use relations
such as owl:sameAs and skos:exactMatch. We first study identity links in G and
their corresponding subgraphs. In contrast to the statistics reported by Raad et al.,
where owl:sameAs is much more popular than skos:exactMatch [60], our analysis
shows that only 5,253 triples about owl:sameAs are in G against 31,254 triples about
skos:exactMatch. In addition, there are 8,172 triples about skos:relatedMatch, and
6,418 triples about skos:closeMatch. Figure 17 shows the frequency distribution of
the weakly connected components in their corresponding subgraphs.

The largest connected components are summarized as follows:

1. a connected component of 15 entities about the telephone system, telecom-
munications engineering, telecommunications, etc.

2. a connected component of 15 entities about the social insurance, the social
law, the social legislation, etc.
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Figure 17: Frequency distribution of connected components in the inte-
grated graph

3. a connected component of 15 entities about “Niue”, “Samoa”, “Tonga”, “Poly-
nesien”, etc.

4. a connected component of 14 entities about waste management, waste dis-
posal, garbage removal, etc.

5. a connected component of 14 entities concerning the general education sys-
tem, primary school, middle school, the general education school, the sec-
ondary school, and so on.

The largest two connected components of the subgraph of owl:sameAs are
with 8 and 6 entities each. In contrast, the largest two connected components
of skos:exactMatch are much bigger, with 119 and 45 entities respectively. For
skos:relatedMatch, the largest weakly connected component consists of 21 enti-
ties. That of skos:closeMatch consists of 52 entities. A manual examination be-
low shows that there are errors in these large connected components. The mis-use
of these SKOS mapping properties can have less implications than the owl:sameAs

since skos:exactMatch indicates only “a high degree of confidence that the concepts
can be used interchangeably across a wide range of applications” [60]. Moreover,
lkif-core:mereology.owl#strictly_equivalent is an equivalence relation, but no
corresponding triple19 was found.

19 The prefix lkif-core corresponds to the namespace http://www.estrellaproject.
org/lkif-core/.

http://www.estrellaproject.org/lkif-core/
http://www.estrellaproject.org/lkif-core/
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5.3.3 Analysis of transitive and pseudo-transitive relations

There are in total 20 relations typed owl:TransitiveProperty in G. We also study
the pseudo-transitive relations: those not typed owl:TransitiveProperty but show
transitivity in their intended semantics [86]. In this study, we focus on two pairs of
such relations: skos:broader and its inverse skos:narrower, skos:broaderMatch as
well as its inverse relation skos:narrowerMatch. This section excludes relations of
identity links such as skos:exactMatch, which was discussed in Section 5.3.2.

Take skos:broadMatch for example. A manual analysis of the three largest SCCs
shows that there are edges that could be erroneous. These SCCs are: a component
with four entities about plebiscite, referendum, and popular initiative; a compo-
nent with three entities about insurance and private insurance; a component with
three distinct entities about the CARICOM countries, Caribbean countries, and the
Caribbean Community.

Let B = {skos:broader, skos:broaderMatch} and GB be the subgraph of the inte-
grated graph G and GN for N = {skos:narrower, skos:narrowerMatch}. Next, we
combine the GB with the graph G’N, where G’N is a graph with each edge of G re-
versed in direction. After performing the same analysis, we discover a new strongly
connected component with four entities about adjustable peg, fixed exchange rate,
exchange rate regime, and internationalesWährungssystem, respectively. Moreover,
the resulting graph has 44 connected components of two entities, which ismore than
that of the subgraphs corresponding to each individual relation. This indicates that
such integration can result in more complex errors that do not exhibit in stand-alone
graphs.

Our analysis shows that rdfs:subClassOf is a popular relation with 47,597
triples. However, there is no SCC with more than one component, which implies
that the underlying class hierarchy is a directed acyclic graph. In addition, lkif-
core:component, fro:divides20, and its inverse fro:divided_by are also popular
transitive relations. None of themhas strongly connected components of size greater
or equal to two.

5.3.4 Comparing Refinement Challenges with Large KGs

Next, we compare the experience in Section 5.3.2 and 5.3.3 with that from pre-
vious chapters. Our analysis shows that, when restricting to KGs of specific do-
mains, there can be a difference in the popularity of relations. In the case of LOD-
a-lot, owl:sameAs is the most popular identity relation, while our study shows that

20 The prefix fro corresponds to the namespace http://finregont.com/fro/ref/Le
galReference.ttl#.

http://finregont.com/fro/ref/LegalReference.ttl#
http://finregont.com/fro/ref/LegalReference.ttl#
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skos:exactMatch is more popular. The corresponding identity graphs are much
smaller. A detailed examination shows that the CCs are small enough for manual
refinement. In the future, systematic manual refinement could be conducted to jus-
tify the ambiguity of concepts and refine the links between KGs. Similarly, regard-
ing the refinement of transitive and pseudo-transtive relations, we showed that the
largest connected components are small enough for manual refinement. Errors in
transitive relations and pesuo-transitve relations have become much easier to refine.
In particular, the graph on class subsumption is a DAG after construction. Thus, no
domain-specific or graph-specific algorithm needs to be developed.

5.4 Discussion

When tracing back to the sources of each edge, we found that skos:broader and
skos:narrower are mostly from three sources: STW, JEL, and FIBO-vD. When com-
bined with the subgraph of skos:broadMatch and skos:narrowMatch, there are in
total 44 SCCs of two entities, two SCCs of three entities, and two SCCs of four enti-
ties. It is feasible that some domain experts manually examine all these small SCCs
without employing any refinement algorithm.

Our analysis also shows that the identity links come solely from two sources:
the owl:sameAs triples are from the FIBO-OWL knowledge graph, the triples
about skos:exactMatch, skos:closeMatch, and skos:relatedMatch are from STW-
mappings and our alignment. Mapping files about the STW subject categories were
created by the alignment tool Amalgame21 [71]. Our manual examination shows
that these identity links are closely related concepts and require knowledge from
experts for refinement.

Next, we discuss how our findings above would help with the study of interoper-
ability. Interoperability is defined as the ability of data or tools fromnon-cooperating
resources to integrate or work together with minimal effort [92]. Given that all the
files we study in this chapter can be easily converted to the Turtle format, we skip
the discussion on syntactic interoperability and focus on semantic interoperability –
whether the terms in different ontologies refer to the same real-world entity. Figure
18 illustrates the ontological dependency. Despite LKIF having no use of the Dublin
Core (DC) and the SKOS ontology, all the other knowledge graphs directly or indi-
rectly use all three of OWL, DC, and SKOS. This analysis shows that FIBO and LKIF
play a critical role in the study of interoperability. For example, how the concepts
captured by them overlap with JEL, STW, and FIGI play an important role. Table 13
shows that the greatest amount of identity links were discovered between FIBO and

21 https://github.com/jrvosse/amalgame

https://github.com/jrvosse/amalgame
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OWL DC SKOS

FIBO LKIF JEL STW FIGI

FRO

BRO Fund HFR

Figure 18: Ontological dependency

FIGI. Thismay be due to the lack of direct dependencies between them or differences
in domain-specific concepts.

5.5 Conclusion and Future Work

In this chapter, we present an integrated knowledge graph in the selected domains
of Economics, Finance, and Banking. The properties of the integrated knowledge
graph were discussed with an analysis how the integrated graph has richer informa-
tion for the entities. Following the methodology of previous chapters, we studied
subgraphs of (pseudo-)transitive and identity relations as well as their refinement.
Given that the integrated knowledge graph has some minor errors that have been
created due to incorrect identity links and (pseudo-)transitive relations, we showed
that its quality could be improved after manual refinement. This is different from
that of larger integrated knowledge graphs, which require the development of al-
gorithms and manual annotation of datasets for evaluation. Future work includes
enriching the properties of entities and some research onwhether using entities with
enriched information could result in better accuracy in applications.

Our approach and the integrated knowledge graph could be adopted in future
work to study how such overlap has an impact on interoperability in practice, espe-
ciallywhen retrieving entities’ different properties frommultiple resources of knowl-
edge graphs. Our approach could also be adopted to research at the metadata level,
which could be specified differently between infrastructures. The corresponding in-
tegrated knowledge graph may be used to help find the corresponding terms in the
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right knowledge graph by following identity links for the conversion and enrichment
of metadata. This shows the potential for use in sharing data across infrastructures
and may reduce manual work.





6 E X A M I N I N G LGBTQ+ - R E L AT E D C O N -
C E P T S

Call me by your name and I’ll call
you by mine.

André Aciman

In recent years, there has been a notable increase in the use of systematically
structured LGBTQ+ vocabularies, thesauri, and ontologies in library systems, digi-
tal archives, online databases, and cultural heritages. Many were released as linked
data within the semantic web. However, there is limited reporting on the concepts
these encompass and their relations. This chapter seeks to gain some insights by con-
ducting a preliminary analysis using a newly created knowledge graph on LGBTQ+-
related entities and their identity-related relations [80]. We illustrate this graph’s
utility in identifying missing identity links and analyzing conceptual changes and
shifts [80]. Additionally, we examine how multilingual resources can be reused for
knowledge graph enrichment [80].

6.1 Introduction

While the LGBTQ+ community has achieved enhanced visibility and acceptance
over the past decades, a significant gap remains between the complexities of their
lived experiences and the knowledge representation efforts. In recent years, there
has been a growing demand for LGBTQ+ glossaries and structured vocabularies as
well as their multilingual forms, aiming at enhancing the findability of multilingual
resources and improving accessibility for individuals who may not be proficient in
English but seek to utilize LGBTQ+ resources. Capturing LGBTQ+ terminology
and accurately aligning these concepts across various languages can be challenging,
owing to the ambiguity of terms, shifts in concept meanings over time, historical,
ethical, and political factors, multilingual correspondences, and the incorporation of
reclaimed terms, abbreviations, slang, and slurs, among other complexities. More-
over, as some projects become outdated, these issues can lead to consequences such

101
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as interoperability challenges when different versions are used in projects of differ-
ent needs, necessitating updates to ensure compatibility with external projects and
resources. These aforementioned shortcomings create disparities when attempting
to align concepts across these diverse initiatives and demand a comprehensive ex-
amination of the status of the concepts captured. This chapter presents a primitive
study on the analysis of these concepts and their representations in the semantic
web.

We observe that LGBTQ+ concepts and their relations are captured in the seman-
tic web in various representations. For the sake of clarity, we use the umbrella term
conceptual models to refer to thesauri, structured vocabularies, subject headings, on-
tologies, and knowledge bases, with a particular focus on those published as linked
data in the semantic web. We choose to avoid utilizing the alternative term, ‘knowl-
edge organization systems’ (KOS), as our emphasis lies on examining alterations in
the semantics of concepts and their interconnections, rather than on the system itself.
Concepts are represented as entities associated with (multilingual) labels with links
between them. The prefixes of entities are included inAppendixA.Amapping is a set
of links between entities from two different conceptual models, typically referring to
the equivalence of classes (owl:equivalentClass) and entities (owl:sameAs), aswell
as subclass relations between classes (rdfs:subClassOf) and broader/narrower rela-
tions of entities (skos:broader/narrower). Due to the diversity in the representation
of changes of identity, in this chapter, we use a broader definition and include differ-
ent types of identity-related links between entities of selected conceptual models in
our study: replaces, equivalence, identifier, derivation (prov:wasDerivedFrom), as
well as other variants of identity-related links tailored for various scenarios. More-
over, we include redirection (to be introduced in Section 6.3). In this chapter, by
the community, we specifically refer to the linked data experts, linguistics experts,
knowledge/data engineers, data stewards, and data managers who are engaged in
the creation and development of the selected conceptual models to be studied be-
low. For simplicity, we refer to the individuals who are closer to the tasks of data
engineering and maintenance as developers and those who work closer to data anno-
tation as experts. Oftentimes, these two groups are essentially the same individuals.
Therefore, interpretation should be contextualized.

One of the most used conceptual models is the Homosaurus [68],1, which was
initiated by librarians in the IHLIA LGBTI Heritage2 and has become a popular con-
ceptual model in LGBTQ+ libraries and archives. Homosaurus has been used at
IHLIA as a complementary material of the Library of Congress Subject Headings
(LCSH) [55] with mappings between overlapped concepts. We observed that cer-

1 https://homosaurus.org/
2 https://ihlia.nl/en/collection/homosaurus/

https://homosaurus.org/
https://ihlia.nl/en/collection/homosaurus/
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tain terms have undergone semantic evolution (captured in different versions) or
have been erroneously linked to reclaimed terms. For instance, the term wolves has
been reclaimed as a slang term (h3:homoit0001508) referring to “masculine gaymen
who are often characterized as having hairy bodies and facial hair”. Nevertheless,
it is directly linked through skos:exactmatch to a term (lcsh:sh85147257) in the
LCSH, which is about the animal species wolf. Furthermore, given that these enti-
ties and links are published in the semantic web, there is the potential for ambiguity,
mistakes, subtle changes, and differences in different languages to accumulate into
complex errors and concept drift which demand careful examination from multiple
parties. In this chapter, we attempt to study how entities in selected conceptual mod-
els have changed as well as ambiguity and other issues introduced due to reclaimed
terms, accumulated changes, and errors. Recently, there has been a rising demand
for LGBTQ+ conceptual models with multilingual labels, such as Spanish [50] and
Chinese [38]. Given the suboptimal efficacy of machine translation [41], experts are
required to put considerable effort into manually translating terms and associated
information (e.g., preferred labels, alternative labels, abbreviations, comments, and
scope notes). In addition, experts may overlook some alternative labels for an en-
tity when translating into the target language, or some terms may lack accurate or
culturally/ethically appropriate translations for either their preferred or alternative
labels. Therefore, we investigate howmultilingual information from one conceptual
model can be used for the enrichment of the other.

We first construct a knowledge graph. RQ5.1: How canwe construct a knowledge
graph that captures identity-related information regarding LGBTQ+ concepts and
their relations in representative conceptual models? Subsequently, we illustrate how
this knowledge graph can help with tasks that are difficult to perform manually by
the community. RQ5.2: How can the constructed knowledge graph be used to exam-
ine, enrich, and maintain evolving LGBTQ+ representations, including link discov-
ery, change tracking, and multilingual enrichment? More specifically, we ground
this research question on three challenging scenarios that communities face.

Broadly speaking, the community of LGBTQ+ conceptual models is made up of
researchers, librarians, and volunteers who develop or maintain LGBTQ+ concep-
tual models of all kinds. In this chapter, we take a narrower definition and restrict it
to those who are directly involved in the development and maintenance of LGBTQ+
conceptual models. The community relies heavily on manual work for development
and maintenance: the gathering of (new) LGBTQ+ terms, discussion on the defini-
tion and updates, removing bias and discrimination in the (historical) terms, remov-
ing use of outdated terms, maintaining links between different conceptual models,
translating terms and scope notes, etc. The community has not fully adopted com-
putational approaches in its pipelines, making analysis and refinement on scale la-
borious.
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We demonstrate the use of our knowledge graph in three research scenarios. It
was noticed that the links between entities in different conceptual models are of-
ten incomplete or outdated. Finding such missing links manually can be tedious.
Thus, we attempt to suggest missing links automatically and evaluate them manu-
ally. Therefore Research Scenario A focuses on the use the knowledge graph to refine
the conceptual models by discovering missing and outdated links. Another chal-
lenge that the community faces is about maintaining conceptual models: the lack
of (semi-)automated means to analyze outdated links and their implications, out-
dated URLs that cannot be resolved or were redirected but not documented, drifting
of meaning in concepts, as well as some ambiguity and potentially implied errors.
Our preliminary analysis indicates that entities can engage in intricate situations
that cannot be attributed to a single cause. We demonstrate how we can utilize the
knowledge graph we constructed for the task to analyze LGBTQ+-related concepts’
changes and ambiguity. The second research scenario studies how we can use the
knowledge graph to illustrate ambiguity and the change in concept. Recently, there
has been a growing demand for multilingual lGBTQ+ vocabularies. It can be time-
consuming to develop a linked open vocabulary totally from scratch. A less time-
consuming approach is to translate existing terms. For example, the majority of la-
bels inQLIT are simply a translation ofHomosaurus’ English labels (skos:prefLabel).
Given that a concept could have multiple labels, and thus multiple (related/simi-
lar) translations, it can be hard to obtain all the translated labels. In the semantic
web, we observed multilingual information that could be used to enrich the entities
of other conceptual models (or help with initiating translation). This leads to our
last research scenario is about estimating how much multilingual information can
be reused for enriching entities. Our goal is not to precisely assess the number of
accurate multilingual labels due to the necessity of specialized knowledge and the
considerable time investment.

We provide all the code regarding the construction of the knowledge graph and
data that could be released while respecting the licensing of each conceptual mod-
els3. Although the main purpose of this chapter is not to discuss bias, sensitivity,
ethics, and political issues and are beyond the expertise of the authors, these issues

3 ThePython scripts, SPARQLqueries, detailed explanation of experiments, annotated
links by Swedish-speaking experts from QLIT, and the analytical results are in the
supplementarymaterial on Zenodowith DOI: 10.5281/zenodo.12684869. Wikidata
and QLIT are licensed under CC0. Thus, only datasets extracted from them are pro-
vided. However, due to the strict CC-BY-NC-ND license of GSSO and Homosaurus,
the remaining data files and their associated intermediate results are only accessible
upon request from IHLIA, the developers of GSSO and QLIT, and the authors. To re-
produce the results or extend this work, the instructions can be found in the GitHub
repository: https://github.com/Multilingual-LGBTQIA-Vocabularies/Examing_
LGBTQ_Concepts.

https://github.com/Multilingual-LGBTQIA-Vocabularies/Examing_LGBTQ_Concepts
https://github.com/Multilingual-LGBTQIA-Vocabularies/Examing_LGBTQ_Concepts
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are unavoidable in some examples. We provide some discussion to the best of our
capacity and experience.

The chapter is organized as follows. Section 6.2 introduces the conceptual models
and presents the related work. In Section 6.3, we present details of data engineering.
We demonstrate the use of the integrated graph in use in three research scenarios in
Section 6.4. Finally, we discuss the results in Section 6.5 followed by the conclusion
in Section 6.6.

6.2 LGBTQ+ Conceptual Models and Related
Work

As far as the authors are aware, there is no prior work directly related to the analysis
of concept drift, and multilingual information of LGBTQ+-related concepts in the
semantic web. Therefore, in this section, we summarize the updates of terms in the
release notes of conceptual models and present some related research, but not all are
exclusively about LGBTQ+ concepts.

Homosaurus is a linked data vocabulary focusing on LGBTQ+ terminology,
aimed at enriching general subject term vocabularies, and it undergoes updates ev-
ery six months. It was intended as a companion to LCSH [68]. Captured concepts
are instances of skos:Concept and are related to each other using skos:broader. In
recent years, three versions of Homosaurus have been released with updates every
half a year. It contains English terms along with their corresponding translations
in Dutch, offering a valuable bilingual dimension to its utility. Serving as a robust
and state-of-the-art conceptual model widely used in libraries and heritages, Ho-
mosaurus significantly improves the findability of LGBTQ+ resources and informa-
tion. Furthermore, Homosaurus offers a SPARQL endpoint4 for accessing its data.
At each release, information on updates of “labels” and newly added terms are pro-
vided on the website.5 Despite some statistical analysis on terms in Homosaursus
and how they overlap with others such as LCSH [23], to the authors’ knowledge,
there is no systematic examination or literature on the evolution of terms in Ho-
mosaurus and how its links to other conceptual models change.

The QLIT (Queer Literature Indexing Thesaurus) [46] is a recent Swedish the-
saurus dedicated to indexing literature with LGBTQI themes. It was mainly used

4 https://data.ihlia.nl/PoolParty/sparql/homosaurus. Note that this endpoint
may be delayed compared to the latest release on the Homosaurus website.

5 See for example https://homosaurus.org/releases/show/3. This latest release in
January 2024 added 255 new terms and changed the 24 terms. One term has been
replaced.

https://data.ihlia.nl/PoolParty/sparql/homosaurus
https://homosaurus.org/releases/show/3
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in Queerlit6 [11], a bibliographic database on Swedish fiction. More than half
of the terms in QLIT were translated from the English terms of Homosaurus
(v3.3). Terms7 without mapping to Homosaurus include terms related to symbol-
ism (e.g. qlit:lc03jf41 with label “Regnbågssymbolik”, where rainbows symbol-
ize a LGBTQI theme in the story), terms of historical events for LGBTQI people
in Sweden (e.g. qlit:nd56bj55 about “Ockupationen av Socialstyrelsen 1979”, i.e.
the occupation of the National Board of Health and Welfare in 1979), and historical
Swedish terms for LGBTQI people (e.g. qlit:ox94in52 about Sapfister) [46]. QLIT
has mappings to the two main Swedish library thesauri: Svenska ämnesord (SAO)
and Barnämnesord (Barn) [46].

The Gender, Sex, and Sexual Orientation (GSSO)8 ontology was designed to fa-
cilitate communication in gender, sex, and sexual orientation research and assist
knowledge discovery in literature [42]. Its second version includes 10,060 entries,
an increase from 6,250 in its first version. Its application ranges from clinical stud-
ies [44] to archives [67].

The three conceptual models mentioned above have links to LCSH (Library of
Congress Subject Headings) [55]. Despite the fact that it includes some LGBTQ+-
related terms, it was reported to have flaws and can be influenced by politics [91],
which is beyond the authors’ expertise. We study it from a semantic web point of
view. Wikidata [73] contains identifiers of GSSO, QLIT, and Homosaurus. How-
ever, they have not been analyzed from this perspective to the best of the authors’
knowledge.

These conceptual models serve distinct purposes, were revised at various times,
are managed by teams with different expertise, and have not always been developed
with full awareness of the changes of each other. Therefore, a perfectly unified rep-
resentation of concepts and their relations is not possible. Braquet [15] briefly exam-
ined the provision of support for LGBTQ+ patrons within library settings, offering
insights through various library-based scenarios. Dobreski et al. compared the over-
lap of the Homosaurus, LCSH, and Library of Congress Demographic Group Terms
(LCDGT) [23]. They examined an old version of Homosaurus with 1,754 terms
and found 618 terms related to identity. They reported 153 matches in the LCSH
(exact matches and closest matches). Similarly, they found 176 matches in LCDGT,
including faceted matches. Furthermore, it has been reported that there are out-
dated terms in LCSH, which leads to problems with the mapping of terms between
Homosaurus and LCSH [23, 68]. However, to the authors’ knowledge, there is no
systematic report on the quality and reliability of these links and what kind of con-
sequences would there be following erroneous links or involve ambiguous entities.

6 https://queerlit.dh.gu.se/
7 These examples were provided by Siska Humlesjö, from QLIT.
8 https://github.com/Superraptor/GSSO

https://queerlit.dh.gu.se/
https://github.com/Superraptor/GSSO
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A comprehensive comparison of all the entities released and their relations in these
conceptual models is missing.

We observed redirection when resolving IRIs of Homosaurus. Previous examina-
tions of entities indicate frequent redirections among entities in identity graphs, with
an estimate of 45% to 83% that maintains the semantics of identity (see Chapter 4).
However, no research has been done to study how many IRIs have been redirected
among those corresponding to LGBTQ+-related concepts as far as the authors are
aware.

Concept drift refers to the phenomenon where the meanings or nuances of terms,
concepts, or language evolve over time [74]. In the context of LGBTQ+ vocabu-
laries, concept drift occurs as societal attitudes, understandings, and discussions
about gender identity, sexual orientation, and related topics change and progress.
An example is a term like queer which has changed in meaning over time. Queer
was used as a slang for homosexuals as well as a term of homophobic abuse, but it
has been reclaimed as an umbrella term for a coalition of culturally marginal sex-
ual self-identifications in recent years [39]. The term homosexual is now considered
somewhat clinical [15]. When it comes to the analysis of concept drift at scale, a
method for large knowledge bases with instances of classes was proposed by Wang
et al. [74], but it does not apply to our data due to the lack of instances. As far as the
authors are aware, there is no systematic report on the concept drift and change in
the field.

6.3 Data Engineering

Next, we answer our RQ5.1 by constructing a knowledge graph. In this section, we
present details of selected conceptual models and links extracted for our analysis
in Section 6.3.1. Section 6.3.2 includes details of multilingual labels extracted for the
study of information reuse. Moreover, it was observed that some outdated IRIs were
redirected to new URIs, but not explicitly captured in the conceptual models. Thus,
we present how these redirection relations were obtained in Section 6.3.3. Finally,
we integrate all the links in Section 6.3.4.

6.3.1 Dataset selection and data preprocessing

Since Homosaurus’ version 2.1 in June 20209, Homosaurus experienced 8 updates
(on average twice per year). In this study, we focus on the last release of version

9 Version 1 is no longer available on the official website. Some later versions (v2.1,
v2.2, v3.0, v3.1, and v3.2) are no longer available on their website.
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Table 17: A summary of the version updates of Homosaurus
Version Release

Date
#Terms
newly
added

#Terms
removed

#Terms
with
labels
changed

Available Comment

v2.1 Jun
2020

99 0 0 No no informa-
tion found
for earlier
versions

v2.2 Dec
2020

23 0 0 No

v2.3 Jul
2021

69 2 3 Yes newly added
terms in-
clude 45
pronouns-
related
terms

v3.0 Sep
2021

- - No a new re-
lease

v3.1 Dec
2021

77 3 276 No ‘LGBTQ’
changed to
‘LGBTQ+’
in all terms.
All terms
formatted
as [Term]
(LGBTQ)
changed to
LGBTQ+
[term]

v3.2 Jun
2022

263 0 148 No 8 terms were
redirected

v3.3 Dec
2022

308 0 32 Yes 25 terms re-
placed some
older terms

v3.4 Jun
2023

530 0 1 Yes

v3.5 Jan
2024

255 0 24 Yes the latest re-
lease
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Figure 19: Conceptual models and their extracted links. The dashed edge
indicates that only edges about LCSH entities that appear in the
rest of the selected concept models were chosen in this study for
further integration and analysis.

2 (v2.3) and the latest release of version 3 (January 2024, v3.5), which captures
3,149 terms. We noticed that some URIs10. were no longer maintained in version 2
and they were therefore replaced. Although replacement does not necessarily imply
equivalence, we include this type of relation in our study to capture the evolution
of conceptual models. Replacement was captured in Homosaurus using the rela-
tion dct:isReplacedBy and its inverse dct:replaces. Each entity is accompanied
by an identifier (e.g. homoit0002950), a preferred label using skos:prefLabel and

10 In this chapter, we use the prefix h2 for the namespace http://homosaurus.org/v2/
and h3 for the namespace https://homosaurus.org/v3/. See more details of our
use of prefixes of namespaces in the Appendix A.

http://homosaurus.org/v2/
https://homosaurus.org/v3/
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some using skos:altLabel as well as a scope note using rdfs:comment. Addition-
ally, we noticed that some outdated IRIs were redirected to newer ones. However,
this information was not explicitly stated in the latest version. In Section 6.3.3, we
extract these relations by resolving the IRIs and capture this redirection relation for
further analysis. Homosaurus has links to LCSH11. They are being used together in
libraries and heritages. Our examination shows that none of the entities in LCSH
have outdated URI.

Recall that QLIT12 was developed mostly based on translating terms in Ho-
mosaurus. Our examination shows that among QLIT’s 914 terms, 774 exhibit either
an exact match (skos:exactMatch) or close match (skos:closeMatch) to terms in
Homosaurus, with an additional 140 terms not mapped to terms in Homosaurus,
some of which are exclusive to QLIT. Only 244 links were found when examined
against LCSH.Missing links will be discussed in Section 6.4.1. Moreover, its scope is
limited to LGBTQI instead of LGBTQ+, thus the translationmisses ‘+’ in its Swedish
labels.

Next, we extract links between GSSO andHomosaurus. It was noticed that it uses
both sdo:identifier and dc:identifier. Since its publication in September 2022,
the links from GSSO to Homosaurus version 2.2 and version 3.1 have not been up-
dated. GSSO has 597 links of dc:identifier and 590 sdo:identifier to version 2
of Homosaurus. In comparison, there are only 356 dc:identifier links to version
3. Moreover, these links are using version 2.2 and version 3.1, which are outdated.
This is because GSSO has not be updated since September 2022. Moreover, GSSO
has 1,830 links to LCSH. The links of Wikidata and the two versions of Homosaurus
are mostly asserted and maintained by experts and members of the Wikidata com-
munity. This demands significant human labor.

Links from Wikidata13 to Homosaurus were provided using specified relations:
wdt:P10192 for entities in version 3 and wdt:P6417 for entities in version 2. There
are 610 and 798 links between Wikidata and versions 2 and 3 of Homosaurus, re-
spectively. Similarly, for links from Wikidata to GSSO, a specific relation wdt:P9827

was used. Only 329 links were found. As far as the authors know, links from Wiki-
data to GSSO andHomosaurus aremaintained by hand bymembers of theWikidata
communitywithout any use of automation. In total, 929 linkswere found for entities
in QLIT, corresponding to theWikidata property wdt:P11852. A total of 55,980 links

11 The N-Triple file of LCSHwas obtained on 9th May, 2024 from https://id.loc.gov
/authorities/subjects.html. For fast analysis of its entities, it was converted to its
HDT format. Both were included in the supplementary material. We use the prefix
lcsh for the namespace http://id.loc.gov/authorities/subjects/.

12 We use qlit for the namespace https://queerlit.dh.gu.se/qlit/v1/.
13 We use the prefix wdt for the namespace http://www.wikidata.org/prop/direct/

and wd for the namespace http://www.wikidata.org/entity/.

https://id.loc.gov/authorities/subjects.html
https://id.loc.gov/authorities/subjects.html
http://id.loc.gov/authorities/subjects/
https://queerlit.dh.gu.se/qlit/v1/
http://www.wikidata.org/prop/direct/
http://www.wikidata.org/entity/
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were found betweenWikidata andLCSH.Given thatwe study only LGBTQ+-related
concepts. We restrict the entities to only those that appear in the links between con-
ceptual models. Thus, only 1,066 links fromWikidata to LCSHwere to be integrated
and studied in the next steps. We obtain the complete IRIs for the entities GSSO,
Homosaurus v2 and v3, LCSH, and QLIT.14

6.3.2 Multilingual Information Extraction

GSSO consists of labels of 77 languages, while entities of Wikidata in the in-
tegrated graph (see Section 6.3.4) are associated with 507 languages. For the
study of reuse of multilingual information to be presented in Section 6.4.3, we
extract also multilingual information in GSSO15 regarding labels (rdfs:label),
paradigmatic synonyms (oboinowl:hasSynonym, oboinowl:hasExactSynonym,
and oboinowl:hasRelatedSynonym), short names (wdt:P1813, about “short
name”), (wdt:P5191, about “derived from lexeme”), replaces (dct:replaces),
sdo:alternateName, and owl:annotatedTarget in all its languages. Similarly,
595,167 multilingual labels using rdfs:label and skos:altLabel about the entities
in the integrated graph were extracted from Wikidata.

6.3.3 Redirection

Our analysis showed that Homosaurus switched its protocol from HTTP to HTTPS.
Thus, 1,738 IRIs were redirected to their HTTPS equivalent in version 2. No redi-
rection was found from version 2 to 3. Another 6316 redirections were found in
version 3.17 None were covered by existing replace relations (dct:replaces or
dct:isReplacedBy). Among them, 61 Homosaurus entities could be from outdated

14 Using the Wikidata SPARQL endpoint (https://query.wikidata.org/sparql),
we can obtain the corresponding identifiers of Homosaurus, QLIT, and GSSO. To
obtain the full URI, we process these identifiers using the “frommatter” as specified
on their pages. TakeGSSO for example, 002171 is the identifier. Using the formmater
http://purl.obolibrary.org/obo/GSSO_$1, we can replace the place-holder and
get the full URI: http://purl.obolibrary.org/obo/GSSO_002171. In this chapter,
we use the prefix obo for the namespace http://purl.obolibrary.org/obo/. The
preparation of Wikidata and links was done between 5th and 8th May, 2024.

15 We use the prefix oboinowl for the namespace http://www.geneontology.org/for
mats/oboInOwl# and sdo for the namespace https://schema.org/

16 We include the entities that no longer exist in the latest version of Homosaurus but
were still referenced in GSSO.

17 All redirect relations were obtained using the webdriver of the selenium Python pack-
age (https://selenium-python.readthedocs.io/) between 6PM and 8PM on 30th
April, 2024. We used the LOD server for this job.

https://query.wikidata.org/sparql
http://purl.obolibrary.org/obo/GSSO_$1
http://purl.obolibrary.org/obo/GSSO_002171
http://purl.obolibrary.org/obo/
http://www.geneontology.org/formats/oboInOwl#
http://www.geneontology.org/formats/oboInOwl#
https://selenium-python.readthedocs.io/
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Table 18: Extracted relations from sources and the number of triples
Source Relations #Triples Comments

Homosaurus
dct:isReplacedBy
and dct:replaces

3,370 Mostly links about replac-
ing between version 2 and
version 3.

skos:exactMatch
and
skos:closeMatch

896 Links to entities in
LCSH extracted from
Homosaurus v2 and v3.

meta:redirecsTo 63 Links representing redi-
rection between entities in
Homosaurus v3. Redi-
rects for v2 were not in-
cluded.

GSSO
wd:Q1823134 1,827 Links from entities in

GSSO to subject headers
in LCSH. It is mistaken to
use wd:Q1823134. It was
replaced by wdt:P244 in
the integrated graph.

oboInOwl: hasD-
bXref

4,643 Links from entities in
GSSO to entities in Wiki-
data

dc:identifier and
sdo:identifier

2,245 Links from entities in
GSSO to entities in Ho-
mosaurus (all three
versions)

QLIT skos:exactMatch
and
skos:closeMatch

793 There are only links toHo-
mosaurus v3.

skos:exactMatch
and
skos:closeMatch

244 Links from QLIT to LCSH

Wikidata

wdt:P244 1,066 Selected links from Wiki-
data to LCSH

wdt:P6417 and
wdt:P10192

1,408 Links from Wikidata to
Homosaurus 2 and 3

wdt:P11852 929 links from Wikidata to
QLIT

wdt:P9827 328 links from Wikidata to
GSSO

Overall 17,812 The integrated graph in-
volves 19,200 entities.
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release(s) of Homosaurus and were redirected to entities in the latest release (v3).
Only 2 redirections were found between entities in the latest Homosaurus (v3).
Moreover, we noticed that some IRIs in version 2 cannot be resolved anymore, such
as h2:aromantic. We use the redirection relation https://krr.triply.cc/krr/me

talink/def/redirectedTo (meta:redirectedTo in short) as in Chapter 4 [88].

6.3.4 Integrating Extracted Links

Table 18 presents the components of the integrated graph. We noticed a mistake
that, for links from GSSO to LCSH, wd:Q1823134 (representing the LCSH controlled
vocabulary, rather than a property about links to their identifiers) was mistakenly
used as a property. For consistency with the representation elsewhere, we change it
to wdt:P244. When examining its links to Wikidata, it was also observed that GSSO
has the URLs of webpages rather than the entities in Wikidata.18 For example, http:
//www.wikidata.org/entity/Q190845 should not have been used as https://ww
w.wikidata.org/wiki/Q190845 in its published data. We have corrected this in
the integrated dataset. We further double-checked that all the 2,085 LCSH entities
in the integrated file are in the latest version of LCSH except one due to a suffix of
’.html’ from GSSO, which was corrected in the integrated file. The integrated graph
involves 19,200 entities with 17,812 links. Its N-Triple file is 2.4MB. Considering only
entities with the above-mentioned links are in the integrated graph, no singleton is
present.

6.3.5 Clustering

We compute the Weakly Connected Components (WCCs) for our integrated directed
graph. Recall the definition in Section 1.2, a WCC of a graph is a subgraph with
maximal entities where there is a path between any of its entities, regardless of the
direction of edges. In this chapter, WCCs are clusters of entities that mostly share a
similar or related meaning. For our integrated graph, there are 6,406 WCCs. Figure
20 shows that the largest fourWCCs consist of 45, 36, 36, and 35 entities, respectively.
The largest one consists of 12 entities from Wikidata, 6 from GSSO, 5 from QLIT, 7
fromHomosaurus v2, 6 fromHomosaurus v3, 4 fromLCSH, etc. More specifically, it
involves related concepts about human sexuality (e.g. wd:Q154136), Sexual intercourse
(e.g. h3:homoit0000662 and lcsh:sh85120739), Sex (Act) (e.g. h3:homoit0001267),
fucking (e.g. h2:fucking), gender(h2:gender), and sexuality (e.g wd:Q3043188). This
example shows how the ambiguity of these entities accumulates into bigger clusters.
This is in line with the intuition that larger weakly connected components may have

18 See https://www.wikidata.org/wiki/Wikidata:Identifiers for details.

https://krr.triply.cc/krr/metalink/def/redirectedTo
https://krr.triply.cc/krr/metalink/def/redirectedTo
http://www.wikidata.org/entity/Q190845
http://www.wikidata.org/entity/Q190845
https://www.wikidata.org/wiki/Q190845
https://www.wikidata.org/wiki/Q190845
https://www.wikidata.org/wiki/Wikidata:Identifiers
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Figure 20: Frequency histogram of the size of clusters

more potential errors, which has been shown in Chapter 3. The size of these clusters
is within the capability of manual revision, but the number of these WCCs remains
significant.

6.4 Research Scenarios

In addressing RQ5.2, we study three research scenarios guided by community re-
quirements to assess the data’s usefulness in facilitating tasks that could ease the
development and maintenance of the conceptual models and their links. In the first
research scenario, we demonstrate how our data can be used to ease the mainte-
nance of links by automatically detecting missing links (Section 6.4.1). In Research
Scenario B, we explore howwe can illustrate ambiguity and concept change (Section
6.4.2). Finally, in Research Scenario C, we evaluate howmuch multilingual informa-
tion could be reused (Section 6.4.3).

6.4.1 Research Scenario A: Identity-related Link Discovery

As observed in Figure 19, there are missing links and outdated links. In this subsec-
tion, we study the discovery of missing links. There are multiple reasons for over-
looking links during manual maintenance. A possibility is that the experts failed to
keep track of all the original terms from all sources during the selection of terms to
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include or translate. To complicate the issue further, as far as the authors are aware,
there is no method developed to address these missing links before release in the
community. Another possibility is that new terms are independently added to con-
ceptual models, and during a new release, experts overlook linking these new terms
to those in other updated conceptual models.

Next, we study Research Scenario A using the knowledge graph we constructed.
The intuition is that if two entities from different conceptual models are in the same
WCC and are unique in their corresponding conceptual models in the WCC, they
are likely to refer to identical or closely related things. We may infer that there is
probably minimal confusion or concept change, which could result in complexity
between them. A link could be added after manual examination. A counter example
is when two entities, from the same conceptual model and of the same version, are in
the sameWCC, connected by some (undirected) path of directed links. If there is an
entity from another conceptualmodel in the sameWCCbut not directly linked to any
of the two above-mentioned entities, it is not feasible by the algorithm to determine
which entity to link to.

In the next paragraphs, we only study the discovery of links between conceptual
models of different projects. We do not study adding links between different ver-
sions of conceptual models. Instead, we consider different releases as different con-
ceptual models. We take into consideration redirection and replacement, and only
study the entities from the latest version. Moreover, for the case of Homosaurus,
we exclude entities no longer maintained. In other words, we take advantage of the
WCCs for the discovery of links between two conceptual models of different projects.
We do not claim that these newly found links are for sure identity links. They need
to be manually examined by experts before being added. Next, we report the links
discovered for Homosaurus (v3) and QLIT respectively.

Regarding Homosaurus, only 531 links were observed between Homosaurus v3
and LCSH. However, 2,085 LCSH entities were found in the integrated graph.19 Us-
ing the method mentioned above, 25 links were found. These discovered links have
been submitted to the experts in Homosaurus for consideration before the next re-
lease.

Similarly, QLIT has only 244 links to LCSH. Using the same method, we found
105 potential missing links between QLIT and LCSH, which require further manual
revision by Swedish-speaking experts. Given that some entities were redirected in
Homosaurus v3, we also found one outdated link and its corresponding entity in the
latest Homosaurus v3 (see qlit:oj77yj15 in Figure 21). Further review by Swedish-
speaking experts from theQLIT team shows that 78 (72.38%) suggested links should

19 This little overlap of concepts has been considered evidence by many that Ho-
mosaurus can be used as a complementary conceptual model of LCSH.
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be included: 38 (36.19%) can be included using skos:exactMatch and equivalently
another 38 (36.19%) using skos:closeMatch. 28 (26.67%) suggested links are incor-
rect. Moreover, one suggested link is uncertain for experts. Finally, given that some
entities were redirected in Homosaurus v3, we also found an outdated link in the
latest Homosaurus (see qlit:oj77yj15 in Figure 21).

Another kind of links that require maintenance are the outdated links, which are
common as shown in Figure 19. When updating these links, a crucial question arises:
do the new terms match the old ones exactly? If not identical, removing the old link
and adding a link to the new term could result in a reduction in accuracy. This will
be further examined in the next research scenario.

6.4.2 Research Scenario B: Ambiguity and Concept Change

As addressed in Section 6.2, there are reclaimed terms whose use can be ambiguous.
During data processing, we also noticed that the change in some concepts is reflected
between different versions of Homosaurus. These issues can be particularly compli-
cated in amultilingual setting. These changes in concepts were captured by different
conceptual models in different versions at various levels, reflecting complex coevo-
lution. As shown before, experts’ knowledge is required for manual refinement of
entities and their links in this domain. Within the context of this study, our objec-
tive is not to resolve these problems or update the entities along with their links.
Instead, we demonstrate how the WCCs can be used to assist in manual examina-
tion of various scenarios and how they illustrate the challenges mentioned above.
In the following paragraphs, we provide a detailed examination of three represen-
tative scenarios, each highlighting an aspect: concept convergence, ambiguity, and
changes in scope. Furthermore, we illustrate how various challenges are intricately
intertwined, thereby complicating the task of designing a completely automated al-
gorithm.

First, we use an example in Figure 21 to demonstrate how missing identity links,
redirection relations, evolving concepts, as well as no longer maintained IRIs can
result in ambiguity and difficulty in identifying erroneous links. It was observed
that h3:homoit00442 replaced h2:fetishism and is the target of a few redirected
URIs, including h3:homoit0000102, which was linked by many. It could be that
h3:homoit00442 is a merge of the concept of ‘BDSM’ and ‘fetishism’. As a result,
two clusters of entities about BDSM and fetish/kinks are in the same connected com-
ponent. Further examination shows that it is the case that ‘BDSM’ is now an alter-
native label (skos:altLabel) for h3:homoit00442 in the latest version. It was also
noticed that a few IRIs (highlighted in red) no longer appear in the latest version
of Homosaurus, which leads to missing label information and relations. This exam-
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qlit:oj77yj15 (‘BDSM’)
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(‘fetishism’) wd:Q207791
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Figure 21: A subgraph of the seventh largest weakly connected compo-
nent with 30 entities and 44 edges including concepts related to
BDSM and sexual fetish. Labels that can be found are included.
Some links and entities were omitted for clear visualisation. En-
tities with underlines are no longer in the latest version of Ho-
mosaurus.

ple shows how multiple parties can have different views on concepts as conceptual
models develop and the consequences of such changes.
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lcsh:sh93003497 (“Ice (Drug)”) obo:GSSO_007902 (“crystal
methamphetamine”)

obo:CHEBI_1391 (“3,4-
methylenedioxymethamphetamine”)
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(“Crystal
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(Drug)”)
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Figure 22: An example of concept drift and change involving MDMA, Crys-
tal Meth, Ecstasy, Ice, Substance use in LGBTQ+ communities,
etc. Some entities and links are not included for clear visual-
ization. Highlighted with underlines are two entities in Ho-
mosaurus but not in v3.
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In practice, concept drift frequently accompanies version changes, errors, and
ambiguities, creating a complex network that necessitates thorough manual assess-
ment. Next, we demonstrate the complexity by focusing on entities in GSSO and
Homosaurus. Figure 22 is an example of concept drift involving the GSSO term
“3,4-methylenedioxymethamphetamine” with the IRI obo:CHEBI_1391, linking to
the Homosaurus version 2 term “MDMA” with the IRI h2:MDMA, which is replaced
by the IRI h3:homoit0000388 in Homosaurus version 3. However, the IRI no longer
exists in the latest version, and was automatically redirected to h3:homoit0000380,
which corresponds to the term “Substance use in LGBTQ+ communities” with a
few other labels (skos:altLabel) including “Drug use (LGBTQ)”, “Alcohol use
in LGBTQ+ communities”, etc. The term “3,4-methylenedioxymetha-mphetamine”
from GSSO is the same cluster as the term “Substance use in LGBTQ+ communi-
ties” in Homosaurus version 3, which can be inaccurate and misleading. MDMA is
an abbreviated form of methylenedioxymethamphetamine and is the main compo-
nent of the popular party drug ecstasy. Crystal methamphetamine (a.k.a. Ice) is a
different drug. Figure 22 illustrates the complexity and ambiguity when consider-
ing your identity by taking into account all related entities and their interconnected
links. Moreover, when updating outdated links in conceptual models relying on
translated Homosaurus terms, if such information were used, the subsequent con-
ceptual model would inherit this problem. In the case above, h3:homoit0000380 has
a skos:closeMatch link to the QLIT term “Droganvändning (HBTQI)” (“Drug use
(LGBTQ+)” in English) with the identifier qlit:si22wr35. Should a connection be
established between this Swedish term in QLIT and GSSO through Homosaurus,
the established link would be problematic and inaccurate, and following these links
would result in confusion and incorrect labels.

Next, we show an example of the change in the scope of concepts using Figure 23.
In GSSO, the term “being in love” with identifier obo:GSSO_007692 has note “The
state in which a person is when they are in love.”. Its scope is not limited to the
LGBTQ+ community. It was linked to h2:beingInLove (“Being in love”), which
is a broader (skos:broader) term than “LGBTQ Love”. Moreover, this entity in
GSSO was linked to h3:homoit0000107, which was redirected to h3:homoit0000894

(“LGBTQ+ love”). Meanwhile, we observed a change of scope in the release of Ho-
mosaurus v3.1 from ’LGBTQ’ to ’LGBTQ+’, which was an intentional scope change.
Thus, h2:LGBTQLove was replaced by h3:homoit0000894. The above exemplifies the
challenge that experts face when seeking for an update of the links of one conceptual
model to the latest version of another (GSSO to Homosaurus, in this case). It shows
how small changes can accumulate, leading to multiple steps that demands experts’
close manual examination. In this case, simply adding a link from obo:GSSO_007692

to h3:homoit0000894 with the relation sdo:identifier is not correct.
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obo:GSSO_007692
(“being in love”)
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(“LGBTQ+ Love”)
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Figure 23: Convergence of “Being in love” and “LGBTQ love” to “LGBTQ+
love”. Following the links could lead to a change in scope. High-
lighted with an underline is an entity no longer maintained in
Homosaurus v3. To simplify the depiction, this illustration does
not encompass every single entity and link.

6.4.3 Research Scenario C: Multilingual Information Enrichment

As introduced in Section 6.2, the demand for multilingual conceptual models is in-
creasing over the past years. For example, Homosaurus is widely used in libraries
and archives, but despite being offered only in English and Dutch, there is still a
significant need for reliable multilingual applications. As far as the author is aware,
adding Spanish labels, scope notes, and comments have been entirely done by ex-
perts manually. Similarly, the development of QLIT started with a set of selected
terms mostly from Homosaurus and was carried out by manually translating the
labels (all the prefLabels and some altLabels when necessary). Constructing a com-
plete conceptual model requires not only experts’ awareness of most, if not all, of
the alternative labels but also their subtle differences. We propose to take advan-
tage of the labels that have been captured by other conceptual models. However,
the quantity and quality have not been studied. In this research scenario, we per-
form some quantitative assessment on how many multilingual labels could be used
as suggestions for experts and developers of Homosaurus. For comparison, we test
our approach on QLIT. As illustrated above, entities in large WCCs involving multi-
ple entities from the same source can face problems such as concept drift and ambi-
guity. Thus, the numbers reported below are to their upper bounds (i.e. not all of
them could be correct or useful).
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Here, we study the reuse of multilingual labels for entities not involved in WCCs
where there is a “one-to-one mapping” to entities of Homosaurus v3. More specif-
ically, for GSSO, we study how much information can be reused regarding a to-
tal of nine relations on labels, synonyms, and alternative labels (see Section 6.3.2).
We compare it with Wikidata where multilingual information is being provided by
skos:altLabel and rdfs:label.

There are 1,779 GSSO entities in the integrated graph. 1,681 are the unique entity
of GSSO in the WCC. When further restricting to exactly one entity of Homosaurus
v3 in the WCC (with consideration of redirection and replacement), only 48 entities
remain. As illustrated in Table 19, the three languages with the most labels are En-
glish (356 labels for 48 entities), Danish (26 labels for 9 entities), and French (24
labels for 9 entities). The corresponding labels per entity are 7.42, 2.89, and 2.67 for
English, Danish, and French, respectively. Fewer than 10 labels were found in this
condition for Spanish and Turkish.

Table 19: The number of entities in GSSO and their average number of la-
bels that have a one-to-one correspondence with Homosaurus v3
entities considering redirection and replacement within the same
WCC. In the table are the top 5 languages with the most labels.

English Danish French Spanish Turkish
Number of
labels

356 26 24 8 6

Number of
one-to-one
mappings

48 9 9 4 3

Avg. labels
per entity

7.42 2.89 2.00 2.12 2.00

As for Wikidata, there are 5,769 entities in the integrated graph, among which
4,939 are unique in their WCCs. When further restricting to the correspondence
of exactly one entity in Homosaurus v3, only 429 entities remain. Table 20 shows
the top five languages with the most labels. They are English (1,692 labels for 429
entities), Spanish (951 labels for 333 entities), Chinese (893 labels for 287 entities),
Portuguese (881 labels for 299 entities) andGerman (824 labels for 298 entities). The
corresponding labels per entity are 3,94, 2.86, 3.11, and 2.95 for English, Spanish,
Chinese, and Portuguese, respectively.

It was noticed that the number of entities that has a one-to-one mapping between
GSSO and Homosaurus v3 is significantly smaller than that of Wikidata. Despite
that the entities take more relations into consideration when retrieving multilingual
labels from GSSO, the number of multilingual labels is remarkably larger for Wiki-
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Table 20: The number of entities inWikidata and their average number of la-
bels that have a one-to-one correspondence with Homosaurus v3
entities considering redirection and replacement within the same
WCC. In the table are the top 5 languages with the most labels.

English Spanish Chinese Portuguese German
Number of
labels

1,696 951 893 881 824

Number of
one-to-one
mappings

429 333 287 299 298

Avg. labels
per entity

3.94 2.86 3.11 2.95 2.77

data (with the exception that GSSO can provide more labels in English per entity in
this setting). The average number of labels is 2.56 per entity for the top 20 languages
with the most labels, with an average of 268.7 entities per language for Wikidata.
This indicates thatWikidata can be a better choice when considering reusing its mul-
tilingual labels to enrich Homosaurus with manual examination. Nevertheless, the
these multilingual labels as suggestions cannot be directly used but remain to be as-
sessed after manual revisions by experts for each language. Take h3:homoit0000295
(“Coming out”) for example, it has label “sortie du placard” using rdfs:label in
GSSO. Moreover, “sortir du placard” and “coming out” are synonyms for relation
oboInOwl:hasRelatedSynonym as well as oboInOwl:hasSynonym, with three labels us-
ing owl:annotatedTarget: “sortir du placard”, “coming out”, and “sortie du plac-
ard”. The labels retrieved as suggestions fromWikidata are similar: there is a label of
“coming out” using rdfs:label; some more labels using skos:altLabel: “coming-
out”, “sortie du placard”, “sortie de placard”, and “sortir du placard”. This shows
that GSSO and Wikidata have overlaps in the labels they provide. Ultimately, it is
the responsibility of the developers of conceptual models to determine the preferred
label, the alternative label(s), and to recognize incorrect ones.

Similarly, we can extract labels from Wikidata as suggestions for QLIT. There are
914 entities with one prefLabel each but only a total of a total of 480 altLabels. Us-
ing the method above, we extracted 775 labels in Wikidata (524 prefLabels and 251
altLabels) for 524 entities. It was noticed that, in many cases, the difference is mi-
nor, either in the upper/lower case of the first character or the upper/lower case of
’hbtqi’ (the Swedish word for LGBTQI). It remains a question if Wikidata has taken
advantage of QLIT for its entries, or these terms are likely to be free from concept
change and ambiguity due to the restriction of exactly one WCC.
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6.5 Discussion

In Section 6.4.1, we demonstrated how we can find missing links using the WCCs.
A further manual examination found some correspondence of terms between QLIT
and Homosaurus. For example, a link between qlit:tm80vg73 (“Pappor till homo-
sexuella”) and h3:homoit0000427 (“Fathers of queer people”) could be included.
Similarly, qlit:iq08ee58 (“Masters (hbtqi)”) could be linked to h3:homoit0000999

(“LGBTQ+dominants”). Thesemissing links can lead to discrepancies between con-
ceptual models if not fixed before new versions of QLIT are released. Our proposed
WCC-based method could reduce the effort of manually finding links between con-
ceptual models. However, our approach is limited to the entities that are linked to at
least one other entity. Moreover, assessing these links requires considerable manual
effort. All the links in Section 6.4.1 have been submitted to the corresponding com-
munities for manual revision by experts. For this reason, at the time of submission,
the quality of newly found links in our approach remains unknown. This is also the
case for our use case 3. Given that drift and change in the concept are mixed with
ambiguity and errors, it is also difficult to evaluate the output in Section 6.4.2 where
a significant amount of work is required for coordination between subcommunities.

In our study, dct:replaces and dct:isReplacedBy were included in the inte-
grated graph, despite not necessarily implying equivalence relations. The value lies
in the study of the dynamics and evolution of entities in Homosaurus and the im-
pact on other linked entities. It was noticed that the concept change in Homosaurus
is partially reflected by such links. Concept drift and change can result in potential
duplicate terms (see Homosaurus terms in Figure 21 for example) that could violate
the Unique Name Assumption [88]. This requires further manual examination for
each concept model. Using the relation owl:differentFrom for different entities can
ease future automated examination.

Section 6.4.3 showed that GSSO cannot suggest as many labels as Wikidata. This
could be due to the restriction considering WCC. A further experiment with a re-
laxed condition only considering redirection and replacement shows that there are
suggesting labels for as many as 115 entities for Danish and 47 for French. Given
that QLIT has 914 labels of skos:prefLabel but only 480 labels of skos:altLabel,
Wikidata and GSSO could be considered resources to enrich QLIT with alternative
labels.
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Table 21: The number of entities in GSSO and their average number of la-
bels that have a one-to-one correspondence with Homosaurus v3
entities considering redirection and replacement but not necessar-
ily in the same WCCs. In the table are the top 5 languages with
the most labels.

English Danish French Spanish Turkish
Number of
labels

5,560 261 103 91 69

Number of
one-to-one
mappings

1,006 115 47 43 23

Avg. labels
per entity

5.52 2.27 2.19 2.12 3.00

6.6 Conclusion and Future Work

In this chapter, we studied the properties of LGBTQ+-related concepts and their
links in the semantic web. With the links extracted, we constructed an integrated
graph and evaluated its use in three scenarios. We illustrated how our data can
be used to find missing links and outdated links. We addressed the issue of con-
cept drift and demonstrated how WCCs can assist the community in easily locating
entities with potential issues. Finally, we showcased the reuse of multilingual infor-
mation for Homosaurus. Our findings indicate that Wikidata offers a substantially
greater number ofmultilingual labels thanGSSO.Handling such tasks remains semi-
automatic. Manual checking and community input are essential to evaluate our ap-
proach before implementation in reality.

In practice, experts can overlook the implications of diverging or converging con-
cepts. This chapter demonstrates how we can provide such insight to the specialists.
If any results require the intervention of others, discussion in the community would
be advantageous. Our code could be reused for automatic detection of outdated
links in the future. Given the significant amount of manual work, an interface that
supports manual revision of the WCCs could be helpful.

Heterogeneous use of relations between entities, especially that formappingswas
observed (see Table 19). It could benefit the community, especially for interoperabil-
ity, if they consider adapting a common FAIR Implementation Profile, a structured
representation of the community’s decision on knowledge representation languages,
semantic models, metadata, etc [83].

Our examination in Section 6.3.3 showed that redirection happened only in Ho-
mosaurus. The 63 redirected entities in version 3 remain to be manually checked by
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experts if they maintained the original semantics. If correct, they shall be included
(e.g. as replacement relations) in a future release of Homosaurus tomake it possible
for other conceptual models to perform automatic updates of their links.

This chapter presents briefly the analysis of concept drift in selected conceptual
models. Their labels, comments, and scopenotes could be taken into consideration
for further manual analysis. The drift concepts could be analyzed by studying their
use in various contexts with natural language processing techniques [74]. Adding
multilingual labels could make the scenario more complex. There could be issues
about bias in translation. The community could adopt or develop some best practices
to enhance accuracy, reduce bias and discrimination, and improve dataset mainte-
nance [77].

Mistakes identified in GSSO should be corrected in upcoming versions (see Sec-
tion 6.3.4). The 63 redirection links in version 3 presented in Section 6.3.3 remain
to be checked to ensure that they maintain the original semantics. If correct, they
can be included (e.g. using the replacement relation) in the future release of Ho-
mosaurus. Some other conceptual models in the semantic web, such as LCDGT [23]
and DBpedia [5], have been reported to contain some LGBTQ+ terms and could be
included in some follow-up research together with themappings fromQLIT to some
Swedish library thesauri [46]. Other links such as skos:narrower, skos:broader,
and skos:relatedMatch can be explored.

Given the nature of the field, there is no perfect conceptual model [23]. As ad-
dressed in Section 6.2, there is no systematic report on the quality of links, the drift
of concepts, and the potential harm of outdated links. Our data could serve to ease
the manual work for this task. A good starting point is a list of historical terms (see
h3:homoit0000878) and reclaimed terms (see h3:homoit0001559) in Homosaurus.
Additional resources can be used as references (e.g. a list of terms about transgender
and diversity in LCSH [1]). While the analysis presented in this chapter is limited
to selected popular conceptual models, entities of LGBTQ+-related concepts exist
widely in the semantic web (e.g. DBpedia, Wikidata), exhibiting a long-tail distri-
bution. A complete examination requires a crawl of the semantic web and some
accurate filtering, which are for future work.

Finally, the issues presented in this chapter also trigger the discussion on data
provenance. Table 17 shows that some versions of Homosaurus are no longer avail-
able. Therefore, it is not possible to retrieve the labels and scope notes of the cor-
responding URLs. Moreover, the community lacks the use of persistent IDs. It is
not always the case that the metadata is available. As addressed in Section 6.4.2, the
evolutionary nature of the data makes it essential to maintain the data frequently.
However, only experts of Homosaurus have persistently dedicated time to frequent
maintenance. This chapter calls for community effort for the examination and main-
tenance of the conceptual models and their links.
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It’s good to know where you
come from. It makes you what
you are today. It’s DNA, it’s in
your blood.

Lee Alexander McQueen

In this chapter, we conclude the thesis by providing a summary of how each re-
search question has been answered in each chapter in Section 7.1. Some discussion
is provided in Section 7.2, followed by some future work in Section 7.3. Finally, the
declaration on the use of generative A.I. is in Section 7.4.

7.1 Conclusion

Recall the main research question of this thesis: How can we take advantage of the
graph structure of large integrated knowledge graphs for analysis and refinement?
In this thesis, we proposed a comprehensive approach bymerging logical properties
with structural properties to analyze and refine large integrated knowledge graphs.
We have studied graphs of (pseudo-)transitive relations, identity graphs, and the
evolution of entities. We applied the approaches on KGs of two domain applications:
an integrated graph for Finance, Economics, and Banking, and a KG with identity-
related relations in the LGBTQ+ domain. Overall, we studied various aspects of
knowledge graphs and their analysis and refinement.

Next, we summarize our answers to the research questions.

RQ1.1: How can we design algorithms to make knowledge graphs acyclic with
respect to specific transitive or pseudo-transitive relations, while preserving
as much original information as possible?

We developed a new algorithm for the refinement of transitive relations and
pseudo-transitive relations in very large knowledge graphs. Our algorithm em-
ployed an SMT solver in implementation. In addition to evaluating on a gold stan-
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dard we constructed, we demonstrated how our algorithm extended to weighted
edges and studied how the performance improved.

RQ2.1: How can we formally define and validate a Unique Name Assumption
(UNA) for large integrated knowledge graphs to support identity graph re-
finement?

We studied existing definitions of UNA and proposed the iUNA (internal UNA).
Moreover, we provided means to specify the explicit sources and implicit sources
(using labels and comments).

We constructed a gold standard and performed a study on error detection using
different definitions. We computed the proportion of pairs that violate different def-
initions of UNAs. The chance that sampled pairs violate the iUNA is significantly
lower than the other two (i.e. nUNAand qUNA) and the baseline, with an estimated
chance of violation to be less than 1%. This is an indication that the iUNA could be
used for the detection of errors.

RQ2.2: Can the UNA be used for the design of an algorithm to detect erroneous
identity links in practice reliably?

We developed an algorithm for the refinement of the identity graph. The algo-
rithm uses various definitions of UNA for the detection of pairs that violate the spec-
ified assumption. A path is then computed between the pairs. These pairs were then
encoded into logical constraints, which were handled by our specified SMT solver.
The decoded results indicate the edges to be removed. This algorithm can suffer
from scalability due to its dependency on an SMT solver. Furthermore, we intro-
duced weights and demonstrated how weights can improve the evaluation results.
For both the training set and the evaluation set, the improvement in evaluation re-
sults by adding weights was insubstantial.

RQ3.1: How can we interpret and model the implicit semantics of IRI redirection
in integrated identity graphs?

For RQ3.1, we sampled entities from three categories of connected components.
We obtained the redirection chains of sampled entities. We classified the scenarios
of redirection and estimated the proportion of redirection that can be interpreted as
identity links. Our best approximation is that between 45.1% and 83.2% of redirec-
tion links can indeed be taken as identity links, which is far from significant enough
to conclude that redirection implies identity. Therefore, we suggested that when
redirection happens for an entity, the semantics need to be checked before use. This
was reflected in Chapter 6 for redirected Homosaurus’ entities.

RQ3.2: What are the properties and structure of the redirection graphs?
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For RQ3.2, we study redirection graphs by performing some statistical analysis
and examining their graph-theoretical properties. We found that without any redi-
rects, only 1% of all sampled IRIs return meaningful information directly, rising to
33% after redirection. This means that an estimate of 66% of all IRIs redirects end
in error, failure, or timeout at the end of their redirection chain. Discussions on the
importance of using updated data for the analysis of the LOD cloud and future work
will be presented in Section 7.3.

RQ4.1: How can the integration of domain-specific KGs in finance and economics
enhance entity descriptions and contribute to identifying errors?

We showed how the information about entities can be enriched when combining
different resources with increasing in- and out-degrees. Our manual analysis shows
that large connected components could be erroneous.

RQ4.2: Howdo refinement challenges differ between domain-specific and general-
purpose knowledge graphs?

We performed analysis on how the integrated knowledge graph has some minor
errors due to incorrect identity links and (pseudo-)transitive relations. We showed
that the scale is small, and its quality could be improved after manual refinement.
This is different from that of larger integrated knowledge graphs, whose refinement
requires the development of new algorithms and manual annotation of datasets for
evaluation.

RQ5.1: How can we construct a knowledge graph that captures identity-related
information regardingLGBTQ+concepts and their relations in representative
conceptual models?

First, with the understanding of how identity-related properties are used in se-
lected conceptual models, we pick 12 identity-related properties and extract the
triples. Moreover, we introduce some new relations found through redirection of
IRIs. We construct a knowledge graph with 19k entities and 17k relations about
LGBTQ+-related concepts. This knowledge graph form the basis to answer the ques-
tion below.

RQ5.2: How can the constructed knowledge graph be used to examine, enrich,
and maintain evolving LGBTQ+ representations, including link discovery,
change tracking, and multilingual enrichment?

We demonstrated its use in three research scenarios that are driven by community
needs. First, we demonstrated how the knowledge graph can be used to find miss-
ing links between conceptual models. These missing links were sent to experts who
are maintaining the corresponding conceptual models. Second, by examining the
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weakly connected components, we demonstrated how the knowledge graph could
be used to study how ambiguity, concept drift, and mistakes could be nested into
complex scenarios. Finally, we provided a primitive evaluation on the number of
labels that could be reused. We highlighted the few languages with the most labels
that could be reused for enriching other conceptual models. These labels would also
form the basis when developing new conceptual models, instead of starting com-
pletely from scratch.

7.2 Discussion

Our main contributions in this thesis can be summarized to the following five ingre-
dients: quantifying the scale of the problems in the large KGs (I1), information and
resources beyond explicit statements in knowledge graphs for analysis and refine-
ment (I2), algorithms that take advantage of the structure to infer information that
is not explicitly stated in the knowledge graphs (I3), evaluation methods for devel-
oped algorithms (I4), and examination of the change of property and structure (I5).

Table 22 summarizes our attempts for the research questions in each chapter,
regarding various aspects. Regarding the analysis of knowledge graphs, we have
studied (pseudo-)transitive (including class subsumption), identity graphs, a cross-
domain integrated graph, as well as a graph extracted from identity-related relations
in the LGBTQ+domain. The scale of the problems studied in this thesis (I1) is signif-
icant. Using (strongly/weakly) connected components to reduce the problems’ scale
proved to be an effective approach. Large connected components can be obtained
in two ways: by employing RocksDB’s persistent key-value store and the networkx
Python library (for smaller scale). These components could be reusable for other
future studies. The LOD-a-lot knowledge graph consists of 28 billion unique triples
(as edges). 356.9K edges out of 11.8 million edges (i.e., around 3%) of skos:broader
are involved in SCCs [86]. 1.4K edges out of 4.4million edges (i.e., around 0.03%) of
rdfs:subClassOf are involved in SCCs [82, 86]. Moreover, we provided in Chapter
2 four measures on the estimation of scale and the efforts required to resolve com-
plex nested cycles in subgraphs. Our analysis in Chapter 6 shows that the number of
newly proposed identity-related links could be manually revised for some selected
CCs of interest. We also evaluated the number of multilingual labels that could be
reused for some languages. Our assessment shows that in both cases, the total num-
ber of such links remains hard to assess manually by experts. This shows that the
maintenance of the conceptual models and their links requires the development of
some semiautomatic approaches.
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Regarding I2, we discovered several new resources that were not addressed in
previous research. We studied how label-like and comment-like sources can help es-
timate the sources of entities when the sources are not explicit. We studied weights
of two kinds: inferred weights (using logical properties) and counted weights. The
latter relies on sources, which are not always available for integrated graphs in prac-
tice. Our experimentsweremadepossible by the preservation of the rawdata of LOD
Laundromat. Calculating these weights takes substantial time. We demonstrated
how these resources can be used to infer potentially different entities. Moreover, we
constructed graphs of redirection for sampled entities and studied the evolution of
entities through redirection in the semantic web. The assessment of redirection in
Chapter 4 inspired the assessment of outdated entities in the integrated graph in
Chapter 6. Finally, we propose reusing multilingual labels in the semantic web to
enrich existing conceptual models.

Regarding I3, we used many scripts and developed multiple algorithms through-
out the chapters in this thesis. The main algorithms proposed follow a pattern that
a) computes the (strongly/weakly) connected components to narrow down to the
neighborhood, b) takes advantage of graph structures and extracts cycles and paths,
c) encodes the extracted cycles and paths to an SMT solver, and d) decoding from
the output of an SMT solver for removing edges. In this approach, we manage to
obtain refinement results without developing new domain-specific tools.

As for I4, the biggest problem we encountered was the unavailability of the eval-
uation dataset. This is mostly due to the scale of the problem: constructing a dataset
manually remains time-consuming. Moreover, given the multilingual nature of the
knowledge graphs we studied, evaluating relations can be difficult and can rely on
resources that are beyond the knowledge of human annotators. For the research in
Chapters 2 and 3, we constructed an evaluation set manually using the ANNit tool.
Due to lack of gold standard, we could only provide a range as our best estimate for
the preservation of identity in Chapter 4. Some additional small-scale assessment
was performed manually for chains of redirection. Finally, we showed a case where
evaluation requires the knowledge of domain experts, which can be done at a very
small scale for domain-specific and language-specific problems in Chapter 6. Evalu-
ating such domain applications on a larger scale remains unfeasible.

Finally, for I5, we briefly studied the dynamics of large integrated knowledge
graphs. We studied samples of entities in the identity graphs and studied how their
IRIs were redirected, which forms a trajectory of their evolution. To this end, some
more work was conducted for LGBTQ+-related entities in the integrated knowledge
graph. We showed how this problem can get complex very quickly as we take into
account multilingual issues, concept drift, and ambiguity in natural language.

As shown in the last two columns of Table 22, the experiments of the domain ap-
plications discussed in Chapter 5 and Chapter 6 differ significantly. Restricting to
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specific domains does not necessarily make the refinement less challenging. While
Chapter 5 demonstrated how problems could be narrowed down to a scale for man-
ual refinement (no newalgorithmneeds to be developed and thus no newevaluation
dataset required), Chapter 6 shows that despite that the scale is restricted, ambigu-
ity and other domain-specific issues need to be taken into account. To make matters
worse, the refinement progress could be bounded by the lack of experts and their
limited availability. Chapter 5 did not delve into topics concerning versioning, con-
cept drift, or other dynamic issues. This omission is primarily due to the fact that
the majority of the concepts are linked to their static definitions, with other dynamic
aspects being reserved for exploration in subsequent research efforts.

Taking everything into account, the proposed comprehensive approach at-
tempted to merge logical characteristics with graph properties to analyze and refine
large integrated knowledge graphs. Despite the scalability not being optimal, we
demonstrated how these methodologies can be applied to particular domains, illus-
trating their versatility and effectiveness in domain-specific applications. In addi-
tion, we generated resources and demonstrated their use, which could contribute to
future studies. These two domain applications illustrate that developing new refine-
ment algorithms (as in the other chapters) is not always necessary for applications
of integrated knowledge graphs. Next, we discuss limitations in our approach and
its applications in domain contexts.

Throughout the development of this thesis, a multitude of valuable insights have
been acquired regarding data handling and analysis processes. This thesis is struc-
tured around a central research question focusing on the analysis and refinement
of integrated knowledge graphs. The experience of correcting the errors we faced
initiated a deeper investigation of the root causes and sources of these errors. Some
errors were due to publishing additional edges computed from transitive closure
without checking [86]. Some errors were due to the poor quality of some knowl-
edge graphs integrated [82]. A lesson we learned in Chapter 6 is that, when taking
into consideration the dynamics of the Semantic Web and the ambiguity of domain-
specific concepts, mistakes can accumulate to more complex scenarios, which can
be difficult for manual refinement. Some similar issues were observed during data
processing in this thesis. Although SCCs have been shown to be able to highlight
potentially erroneous links, they do not offer the capability to locate all the errors
because not all erroneous links necessarily make these components larger. For ex-
ample, an erroneous subclass subsumption assertion could simply be wrong while
not introducing any cycle or making existing cycles more complex.

Due to the scale of KGs we studied, a notable bottleneck in our research is the
availability of datasets that can be used for evaluation. For complete evaluation re-
sults, in Chapter 2 and 3, we manually examined some data entries and constructed
gold standards. In Chapter 4, we manually reviewed some chains of redirection.
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Given the scale, manually constructing such datasets can be time-consuming or un-
feasible in some cases. Developing alternative evaluation methods could be helpful.
The ad-hoc tool we developed for assisting with manual annotation, ANNit, is not
directly applicable to other scenarios without further development. As addressed in
Chapter 4, some entities are using updated IRIs, which adds more complexity to the
manual annotation. Using (strongly/weakly) connected components can help the
algorithms be more focused on subgraphs where the problems occur. However, the
scalability remains limited by the SMT solver employed, whose performance can be
reduced significantly when, in each iteration, the number of clauses (encoded from
cycles detected) goes up to hundreds or thousands, from our observation. In future
work, refinement algorithms could address scalability.

As addressed in the section above, we discovered new resources that could be
used for refinement. However, these resources rely on the preservation of (raw)
data used for developing the original graphs, whichmay not be available to all. Most
recently, we noticed that the website of sameAs.cc is no longer available.1 As ad-
dressed, some versions of Homosaurus were not available anymore, which makes
some links invalid and prevents some analysis. This shows the importance of data
preservation. In addition, the use of a strict license (CCBY-NC-ND) byHomosaurus
and GSSO can be an issue for future work. This license prevents any derivation,
which can hurt data reuse. Some recent attempts using machine translation tools
for the enrichment of multilingual labels have reported suffering from making their
data available due to this license [81]. In contrast, the use of CC0 by Wikidata does
not entail this issue [73].

Overall, these observations and experiences call for new hybrid approaches that
take into account graph properties, semantics, dynamics, and other aspects. Next,
we outline some future work.

7.3 Future Work

Similar to our definition of pseudo-transitive relation, we can define properties such
as pseudo-reflexive, pseudo-irreflexive, pseudo-symmetric, pseudo-asymmetric, etc.
Table 23 summarizes representative relations and their graphproperties for future re-
search. Moreover, some relations can be put together by merging the corresponding
subgraphs for study, such as skos:broader and skos:broaderMatch (as in chapter
5). The corresponding subgraphs remain for future work.

Moreover, some relations represent opposite meanings. As introduced in Chap-
ter 1, owl:differentFrom is used for two different entities, which is the opposite

1 https://www.sameas.cc/. Accessed on 11 June 2025.

https://www.sameas.cc/
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Relation Transitivity Symmetricity Reflexivity Graph Prop-
erty

iwwem: dependsOn transitive unspecified
(pseudo-
asymmetric)

irreflexive no cycle of any
size allowed.

skos:broader pseudo-
transitive

unspecified
(pseudo-
asymmetric)

unspecified
(pseudo-
reflexive)

self-loops
are valid but
redundant.
Bigger cycles
are likely to
be wrong.

pav:hasEarlierVersion transitive asymmetric unspecified
(pseudo-
irreflexive)

self-loops
are valid but
should not be
present. Cy-
cle of size two
or bigger can
be mistaken.

owl:bottom-
ObjectProperty

transitive asymmetric irreflexive cycle of any
size is invalid.

Table 23: Properties of selected relations in LOD-a-lot

of owl:sameAs. Given that owl:differentFrom is not transitive, the corresponding
graph could be less erroneous than the identity graph. If there is a path in the iden-
tity graph between two entities where there is a trusted edge in the subgraph of
owl:differentFrom, it could be the case that some edge in the path in the identity
graph is mistaken. This could be used for the refinement of the identity graph. Such
detected paths could be integrated as an extension into the algorithm presented in
Chapter 3. Note that some inequality relations are using owl:AllDifferent2, indi-
cating that a list of individuals that are all different. Such cases require some pre-
processing before being used for refinement.

Priorwork has documented that 19% of unique IRIs in identity graphs do not exist
after only two years since publication [21]. Our redirect analysis in Chapter 4 shows
that information of only around 1% of entities is still maintained at their original lo-
cation, while some 33% of entities can still provide valid information when taking
redirection into account, showing that redirection plays a crucial role in the analysis
of dynamics in the LOD cloud. However, the examination we had remains small in
scale. Chapter 4 restricts the analysis to entities in the identity graph. In future work,
we would like to remove this restriction and compare against the redirection of IRIs
in the LOD cloud. Constructing a much larger KG about redirection and the dynam-
ics of identity change could be a useful resource. Moreover, it could be interesting to

2 https://www.w3.org/TR/owl-ref/

https://www.w3.org/TR/owl-ref/
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examine how redirection can help update existing mappings. Moreover, our analy-
sis showed that DBpedia entities are frequently redirected. This again addressed the
importance of data/knowledgemanagement, especially DBpedia. In addition, when
combined with a new claw of the LOD cloud, such a redirection graph could be use-
ful as a resource to show the dynamics in knowledge graph evolution. The use of
DBpedia Databus3 could make some contribution to data/knowledge management
and preservation as well as the study of knowledge graph evolution. An alternative
solution is to consider the use of Decentralized Identifiers (DIDs) [65], which offers
verifiable, decentralized digital identity. This could potentially be one of the means
for better management of identity and handling redirection for outdated IRIs.

The research in this thesis relies on existing large integrated knowledge graphs
that represent the semantic web from 2015, which is outdated. As indicated in Chap-
ter 4, a significant number of entities have been updated, some of which have been
captured by redirection. Over the past years, the linked data in the SemanticWeb has
adopted new standards, used new ontologies, and has increased in scale like never
before. This requires upscale facilities and tools for data publishing, data preserva-
tion, data processing, and analysis. For future work on the integration of knowledge
graphs, it can be beneficial to take some factors into account, such as the size of SCCs
of graphs of (pseudo-)transitive relations and WCCs of identity relations. Keeping
track of the errors during integration could be beneficial, especially for projects that
result in KGs at a very large scale. Upon the completion and availability of a newly
developed web-scale Knowledge Graph (KG), it will be feasible to conduct a series
of experimental evaluations employing this resource. Subsequently, the outcomes of
these experiments can be systematically compared against the benchmarks that we
have established in this thesis. In addition, forthcoming data infrastructures could
play a more significant role if they are not only about the publishing and preserva-
tion of data but also its validation. This function can potentially reduce the incidence
of errors.

When refining knowledge graphs at scale, it can be difficult to handle multilin-
gual labels as input for our algorithms. These generic algorithms did not have the
capability to understand the multilingual labels and their associated contexts. As
Large LanguageModels (LLMs) gained popularity in the field of knowledge graphs
over the past years, they could be used for the problems we addressed. Some recent
work attempted to refine noisy knowledge graphs [24]. Another recent attempt was
to refine class membership relations in knowledge graphs using several LLMs [3].
These attempts demonstrated the potential of this approach. Moreover, it remains
to be studied whether the use of LLMs can be combined with our approach, espe-
cially for the refinement of the identity graphs. For example, in case a pair of entities

3 https://databus.dbpedia.org/

https://databus.dbpedia.org/
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violates the UNA, a path can be retrieved. The information of pairs of entities for
each edge along the path could then be evaluated using LLMs to determine which
edges are most likely to be in error, and thus removed. Alternatively, when using
an SMT solver, the weight of an edge could be reduced if an LLM returns a negative
result for identity checking. Finally, given that LLMs can understand the context to
some extent. It can be promising to use them for the detection of obvious mistakes
in domain-specific KGs.

During the examination of concepts pertinent to the LGBTQ+ community, it be-
came apparent that the community has not yet agreed on any established best prac-
tices for the publication, management, and preservation of data. This reduces find-
ability and reusability. It was also noticed that some links remain outdated. Poor
data management and preservation can harm the tracking of concept changes. Most
recently, there has been an attempt to add Spanish labels4 to Homosaurus [50]. Best
practices and data management guidelines were proposed with a focus on adding
multilingual labels and data publication [77,81]. Ensuring the integrity and quality
of the data in the semantic web presents considerable challenges and requires active
participation and contributions from various community groups. Some systematic
validation and domain-specific criteria could be implemented before the publication
of KGs to reduce the errors in the LOD cloud.

The usability of integrated KGs as presented in Chapter 5 and Chapter 6 could
be further explored. Our approach could be adopted in future work to study how
such entities overlap between KGs and how their perspectives change. A topic of in-
terest is the study of interoperability in practice, especially when retrieving entities’
different properties from multiple resources of knowledge graphs. Our approach
could also be adopted to research at the metadata level, which could be specified
differently between data infrastructures (especially data repositories and data reg-
istries). The corresponding integrated knowledge graph may be used to help find
the corresponding terms in the right knowledge graph by following identity links
for the conversion and enrichment of metadata. This shows the potential for use in
sharing data across infrastructures and may reduce manual work.

7.4 Declaration on Generative A.I.

While preparing this thesis and the papers included, the author of the thesis used
TeXGPT (through Writefull on Overleaf) and ChatGPT to paraphrase some sen-
tences. In addition, the LATEX code of some figures was generated with the help
of ChatGPT. Neither was used to generate ideas, complete sentences, or paragraphs.

4 See for example, their latest release at https://homosaurus.org/v4.

https://homosaurus.org/v4
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Due to limited Dutch language skills, ChatGPT and Google Translate were used for
the Dutch summary (translated from the English summary).



A P R E F I X E S O F N A M E S PAC E S

According to the W3C Recommendation1 on RDF 1.1 Concepts and Abstract Syntax,
the IRIs in an RDF vocabulary often begin with a common substring known as a
namespace IRI. The term “namespace” does not have a well-defined meaning in the
context of RDF. It is sometimes informally used to mean “namespace IRI” or “RDF
vocabulary”. The prefix is a short abbreviation of the corresponding namespace that
is used in the Turtle format of RDF files for example. See the example about the
author of this thesis below.2 In case entries of namespace prefixes in this thesis are
not included in Table 24, they can be found on the website https://prefix.cc/.

@pref ix f o a f : <h t t p : //xmlns . com/ foa f /0 . 1 /> .
@pref ix xsd : <h t t p : //www.w3. org /2001/XMLSchema#> .

<h t t p s : // shuai . a i /shuai_wang>
a foa f :Pe r son ;
foaf:familyName ”Wang”^^x sd : s t r i ng ;
foaf:givenName ”Shuai”^^x sd : s t r i ng ;
foaf:homepage <h t t p s : // research . vu . nl /en/persons / shuai−wang> ;
foaf :knows <h t t p : //dbpedia . org/ resource /Frank_van_Harmelen> .

Listing 1: The code in Turtule format about the author of the thesis

1 https://www.w3.org/TR/rdf11-concepts/
2 In the example, we used https://www.easyrdf.org/converter for converting code

from that could be edited interactively online at https://json-ld.org/playground
/.
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Table 24: Namespace prefices and their corresponding IRIs in alphabetical
order

Namespace Prefix Namespace IRI
bro http://bankontology.com/br/form/
dc http://purl.org/dc/elements/1.1/
dct http://purl.org/dc/terms/
dbr http://dbpedia.org/resource/
foaf http://xmlns.com/foaf/0.1/
fro http://finregont.com/fro/ref/LegalReference.ttl#

fro-xbrl http://finregont.com/fro/xbrl/
genealogy https://example.org/genealogy/

h2 http://homosaurus.org/v2/
h3 http://homosaurus.org/v3/

iwwem http://ubio.bioinfo.cnio.es/biotools/IWWEM/iwwem.owl#
lcsh http://id.loc.gov/authorities/subjects/

lkif-norm http://www.estrellaproject.org/lkif-core/norm.owl#
lkif-core http://www.estrellaproject.org/lkif-core/

meta https://krr.triply.cc/krr/metalink/def/
obo http://purl.obolibrary.org/obo/

oboinowl http://www.geneontology.org/formats/oboInOwl#
owl http://www.w3.org/2002/07/owl#
pav http://purl.org/pav/
qlit https://queerlit.dh.gu.se/qlit/v1/
ro http://www.obofoundry.org/ro/ro.owl#
rdf http://www.w3.org/1999/02/22-rdf-syntax-ns#
rdfs http://www.w3.org/2000/01/rdf-schema#
sdo https://schema.org/
sioc http://rdfs.org/sioc/ns#
skos http://www.w3.org/2004/02/skos/core#
sxml http://topbraid.org/sxml#
wd http://www.wikidata.org/entity/
wdt http://www.wikidata.org/prop/direct/
xml http://www.w3.org/XML/1998/namespace/
xsd http://www.w3.org/2001/XMLSchema#

http://bankontology.com/br/form/
http://purl.org/dc/elements/1.1/
http://purl.org/dc/terms/
http://dbpedia.org/resource/
http://xmlns.com/foaf/0.1/
http://finregont.com/fro/ref/LegalReference.ttl#
http://finregont.com/fro/xbrl/
https://example.org/genealogy/
http://homosaurus.org/v2/
http://homosaurus.org/v3/
http://ubio.bioinfo.cnio.es/biotools/IWWEM/iwwem.owl#
http://id.loc.gov/authorities/subjects/
http://www.estrellaproject.org/lkif-core/norm.owl#
http://www.estrellaproject.org/lkif-core/
https://krr.triply.cc/krr/metalink/def/
http://purl.obolibrary.org/obo/
http://www.geneontology.org/formats/oboInOwl#
http://www.w3.org/2002/07/owl#
http://purl.org/pav/
https://queerlit.dh.gu.se/qlit/v1/
http://www.obofoundry.org/ro/ro.owl#
http://www.w3.org/1999/02/22-rdf-syntax-ns#
http://www.w3.org/2000/01/rdf-schema#
https://schema.org/
http://rdfs.org/sioc/ns#
http://www.w3.org/2004/02/skos/core#
http://topbraid.org/sxml#
http://www.wikidata.org/entity/
http://www.wikidata.org/prop/direct/
http://www.w3.org/XML/1998/namespace/
http://www.w3.org/2001/XMLSchema#


B P I L O T S T U DY : R E S O LV I N G C Y C L I C
C L A S S S U B S U M P T I O N R E L AT I O N S

This pilot study is based on the following paper.

• Shuai Wang, Peter Bloem, Joe Raad, and Frank van Harmelen. Submassive:
Resolving subclass cycles in very large knowledge graphs, 2020. Workshop
on Large Scale RDF Analytics, DOI: 10.48550/arXiv.2412.15829

Large knowledge graphs capture information about many different rela-
tions. Among them, the subclass subsumption assertions are usually present
and expressed using constructs of rdfs:subClassOf, for example (example:Dog,
rdfs:subClassOf, example:Animal). Ideally, such triples form a structure of hierar-
chy, if not considering reflexive relations. From our examination, publicly available
knowledge graphs contain many potentially erroneous cyclic subclass relations, a
problem that can be compounded into a more complex form when different knowl-
edge graphs are integrated. Such cycles can be harmless. For example, reflexive
cycles are simply tautologies (always true) and are therefore redundant. Due to the
transitivity, cycles are only correct when all classes in the cycle are equivalent, other-
wise, they represent a source of error. In practice, it is unlikely that a data engineer
uses two subclass relations (𝐴 ⊑ 𝐵, 𝐵 ⊑ 𝐴) or multiple (e.g., 𝐴 ⊑ 𝐵, 𝐵 ⊑ 𝐶, 𝐶 ⊑ 𝐴)
to represent equivalence. In this pilot study, we present an attempt to refine such
knowledge graphs by encoding the problem of cycle-resolving to a problem for an
automated reasoning solver with optimization. By resolving a cycle we mean that at
least one of its edges is deleted, resulting in an incomplete cycle. In other words,
after self-loops are excluded in the preprocessing, the goal is to obtain a directed
acyclic graph (DAG). Note that a DAG can be different from a hierarchy (i.e., a span-
ning tree), where there is assumed to be a unique root and each node has exactly
one immediate super-class.

For a graph, a simple cycle, or an elementary circuit, is a closed path where no node
appears twice except that the first and last node are the same. If all simple cycles are
resolved, the graph becomes a DAG. By introducing a propositional variable to each
edge representingwhether an edge is removed or not, we can describe if there is a cy-
cle (the propositional variables corresponding to all the edges involved in a cycle are
True). Such logical descriptions are called clauses. To maintain as much information
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as possible, we formulate this problem as a Partially Weighted MAXSAT problem:
we remove as few edges as possible to resolve all the cycles. It has constraints in two
forms: soft constraints and hard constraints. The fact that we need to resolve all the
cyclic connections corresponds to hard constraints (as encoded above). A soft con-
straint is in the same form except that a weight is associated with each clause. The
goal of this type of problem is to satisfy all the hard constraints while maximising
the sum of the weights associated with the satisfied soft constraints, and thus it is a
constrained optimisation problem. In this case, our soft constraints are simply each
of the propositional variables corresponding to the edges (relations). For fairness,
we assign a fixed identical weight to each edge.

We do so iteratively for each neighbourhood. For each local neighbourhood, we
obtain a set of simple cycles from the subgraph. Then, in order to remove the mini-
mum number of edges to break these cycles, we encode all the cycles as clauses and
let a solver find the solution. In this way, the MAXSAT procedure will remove all
cycles (i.e. satisfying the hard constraints), while keeping as many of the relations
as possible (i.e. maximally satisfying the soft constraints). For the example above,
the hard constraint is 𝑠 as encoded above with the corresponding soft constraints
as propositional variables with identical weights of 1 each. Detailed design of the
algorithm can be found in the paper [82].

This pilot study served as a preliminary attempt to analyze and refine very large
integrated KGs in this thesis. We learned the lesson that locating cycles in certain
neighborhoods of the graph is a very essential first step before applying solving al-
gorithms. Following this, we discovered that simply focusing on strongly connected
components is enough (see the definition and explanation in Section 1.2): if there
is a cycle, it must be in a connected component. This computation can take advan-
tage of existing software packages such as the networkx Python package. We also see
the potential to further develop this approach and apply it to relations with similar
properties. This inspired the next research project to be presented in Chapter 2 on
refining subgraphs corresponding to (pseudo-)transitive relations. In this study, we
manually evaluated the edges removed. We recognize that there is no ground truth,
and the missing gold standard will remain a drawback for evaluation in follow-up
research. Given the scale, it would be impossible to compute the recall in evaluation.
Moreover, as explained above, not all cycles are erroneous. Thus, the evaluation
result remains an estimation rather than precise results. It demonstrated the appli-
cability of the PartiallyWeightedMaxSAT solver to knowledge graph refinement. In
the following sections, we use a more generic description of this kind of solver: the
SMT (Satisfiability Modulo Theory) solver. More specifically, we use the Z3 [12], a
state-of-the-art solver. More details can be found in the paper [82].



C S C I E N T I F I C C O N T R I B U T I O N

C.1 Publication, Presentation, and Contribu-
tion

The content of Chapter 2 has previously appeared as a standalone paper [86]:

• Shuai Wang, Joe Raad, Peter Bloem, and Frank van Harmelen. Refining tran-
sitive and pseudo-transitive relations at web scale. In Ruben Verborgh et al.,
editors, The Semantic Web - 18th International Conference, ESWC 2021, Virtual
Event, June 6-10, 2021, Proceedings, volume 12731 of Lecture Notes in Computer
Science, pages 249–264. Springer International Publishing, 2021.

CRediT author statement
Shuai Wang: Conceptualization, Methodology, Investigation, Data Curation, For-
mal analysis, Software, Visualization, Writing - Review & Editing, Writing - Origi-
nal Draft, Validation. Peter Bloem: Conceptualization, Investigation, Methodology,
Formal analysis, Supervision, Writing - Review& Editing. Joe Raad: Conceptualiza-
tion, Methodology, Investigation, Supervision, Formal analysis, Writing - Review &
Editing, Validation. Frank van Harmelen: Conceptualization, Formal analysis, Su-
pervision, Methodology, Writing- Reviewing and Editing, Validation.

This chapter has the following changes compared to the original paper:

1. The research question is better addressed.

2. Table 2, 4, and 3 have been formatted for a clearer presentation. Figure 8 has
been changed back to its colorful version.

3. Table 1 was removed in the original paper due to page limit. It was added
back to Section 2.3.2 together with more details about the existing measures.

4. Figure 7 was added back with the corresponding explanation to give a better
intuition about the measures introduced.

5. The discussion section (Section 2.6) was extended. Some more future work
has been added to Section 2.6.3.

6. Some text has been moved to the previous chapter to avoid repeated intro-
duction to concepts.
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In addition, the pilot study in Appendix B and some text of this chapter have
previously appeared as a standalone paper [82]:

• Shuai Wang, Peter Bloem, Joe Raad, and Frank van Harmelen. Submassive:
Resolving subclass cycles in very large knowledge graphs, 2020. Workshop
on Large Scale RDF Analytics, DOI: 10.48550/arXiv.2412.15829.

The 2020 Workshop on Large Scale RDF Analytics was a workshop co-located
with the European Semantic Web Conference (ESWC) 2020 conference. Unfortu-
nately, the proceedings that included this peer-reviewed paper have never been pub-
lished as the organizers promised. Therefore, the paper has been made available
on ArXiv [82] with the supplementary material (code and data) published on Zen-
odo [90]. For easy reuse, the resulting cycle-free graphs have been published as a
standalone resource on Zenodo [75].
CRediT author statement
Shuai Wang: Conceptualization, Methodology, Investigation, Data Curation, For-
mal analysis, Software, Visualization, Writing - Review & Editing, Writing - Origi-
nal Draft, Validation. Peter Bloem: Conceptualization, Investigation, Methodology,
Formal analysis, Supervision, Writing - Review & Editing. Joe Raad: Methodology,
Investigation, Supervision, Formal analysis, Writing - Review & Editing, Validation.
Frank van Harmelen: Conceptualization, Formal analysis, Supervision, Methodol-
ogy, Writing- Reviewing and Editing, Validation.

The content of Chapter 3 has previously appeared as a standalone paper [87].

• Shuai Wang, Joe Raad, Peter Bloem, and Frank van Harmelen. Refining large
integrated identity graphs using the Unique Name Assumption. In Catia
Pesquita et al., editors, The Semantic Web - 18th International Conference, ESWC
2023, Hersonissou, Greece, May 28 - June 1, 2023, Proceedings. Springer Nature,
2023.

CRediT author statement
Shuai Wang: Conceptualization, Methodology, Investigation, Data Curation, For-
mal analysis, Software, Visualization, Writing - Original Draft, Writing - Review &
Editing, Validation. Peter Bloem: Conceptualization, Investigation, Methodology,
Formal analysis, Supervision, Writing - Review& Editing. Joe Raad: Conceptualiza-
tion, Methodology, Investigation, Supervision, Formal analysis, Writing - Review &
Editing, Validation. Frank van Harmelen: Conceptualization, Formal analysis, Su-
pervision, Methodology, Writing- Reviewing and Editing, Validation.

This chapter has the following changes compared to the original paper:

1. The research questions are summarized to two (instead of five).

2. Due to page limit, Section 3.6.4 were removed in the published conference
paper. They were added back.
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3. The discussion section was extended. Some more future work has been
added.

4. Fig 13 was plotted with scale for visibility.

5. Some discussion on singletons was removed from the original submission
due to the page limit. It has been put back.

The content of Chapter 4 has previously appeared as a standalone paper [49]:

• Idries Nasim, Shuai Wang, Joe Raad, Peter Bloem, and Frank van Harmelen.
What does it mean when your URIs are redirected? Examining identity and
redirection in the LODcloud. InDamienGraux et al., editors,Proceedings of the
8th Workshop on Managing the Evolution and Preservation of the Data Web (MEP-
DaW) co-locatedwith the 21st International SemanticWebConference (ISWC2022),
Virtual event, October 23rd, 2022, volume 3339 of CEUR Workshop Proceedings,
pages 36–45. CEUR-WS.org, 2022.

The author of the thesis is the second author of this paper and the supervisor of
the first author. The corresponding bachelor’s thesis outlined the idea of research,
whichwas further specified anddeveloped by the author of the thesis and co-authors
of the paper into complete research as presented in the publicationmentioned above.
CRediT author statement
Idris Nasim: Conceptualization, Methodology, Investigation, Data Curation, For-
mal analysis, Software, Visualization, Writing - Original Draft. Shuai Wang: Con-
ceptualization, Methodology, Investigation, Data Curation, Formal analysis, Soft-
ware, Visualization, Writing - Review & Editing, Writing - Original Draft, Supervi-
sion, Validation. Peter Bloem: Conceptualization, Investigation, Methodology, For-
mal analysis, Supervision, Writing - Review & Editing. Joe Raad: Conceptualiza-
tion, Methodology, Investigation, Supervision, Formal analysis, Writing - Review &
Editing, Validation. Frank van Harmelen: Conceptualization, Formal analysis, Su-
pervision, Methodology, Writing- Reviewing and Editing, Validation.

This chapter has the following changes compared to the original paper:

1. Some text and a footnote about data processing using RocksDBwere removed
in the publication. They were added back.

2. Figure 15 was slightly modified for a better presentation.

3. The second research question was made explicit in the chapter.

The content of Chapter 5 has previously appeared as a standalone paper [76]:

• Shuai Wang. On the analysis of large integrated knowledge graphs for eco-
nomics, banking and finance. In Maya Ramanath and Themis Palpanas, edi-
tors, Proceedings of the Workshops of the EDBT/ICDT 2022 Joint Conference, Edin-
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burgh, UK, March 29, 2022, volume 3135 of CEURWorkshop Proceedings. CEUR-
WS.org, 2022.

The 2022 International Workshop on Knowledge Graphs for Economics and Fi-
nance is a workshop co-located with the EDBT/ICDT joint conference 2022. The
paper has also been presented at the ICT Open 2022 as a poster.

The author of the thesis is the only author of this paper, who has been involved at
every stage of this paper: the design of the algorithm, data processing, writing, and
presentation. The supervisors provided valuable feedback and helped to paraphrase
the text.
CRediT author statement
Shuai Wang: Conceptualization, Methodology, Investigation, Data Curation, For-
mal analysis, Software, Visualization, Writing - Original Draft, Writing - Review &
Editing, Validation.

This chapter has the following changes compared to the original paper.

1. A summary of the largest connected components was added in Section 5.3.2.
More details about redundancy analysis were added.

2. Table 15was added in Section 5.3.1 to list the entitieswith the largest in-degree
and out-degree together with an analysis.

3. Following some suggestions from colleagues, some discussion about the in-
teroperability was added to Section 5.4.

4. A small bug has been fixed and the statistics in Table 14.

5. The conclusion has been made shorter and straight-to-the-point.

6. The redundant introduction of transitive relations has been removed.

7. The URIs were replaced by IRIs in the thesis, which better suited the actual
experiments.

Chapter 6 is based on a spotlight paper presented at the EKAW (Knowledge En-
gineering and Knowledge Management) conference. Some primitive work on the
analysis of links between the conceptual models was explored in the master’s thesis
of the second author. Some examples of concept drift and ambiguity were initially
observed and provided by the second author. The second author also contributed
to the proofreading of the paper. Besides that, almost all the experiments, analysis,
communication with domain experts, and the writing of the paper were done by the
first author. Moreover, the master’s thesis used an outdated version of Homosaurus,
while this chapter uses the latest version of Homosaurus for all experiments by the
time of the conference submission.

• Shuai Wang and Maria Adamidou. Examining lgbtq+-related concepts in
the semantic web: Link discovery, concept drift, ambiguity, and multilingual
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information reuse. In Mehwish Alam et al., editors, Knowledge Engineering
and KnowledgeManagement, pages 1–17, Cham, 2025. Springer Nature Switzer-
land.

Additionally, most of the results of this paper have been presented and discussed
at the SWIB (SemanticWeb in Libraries) conference [78]. The resultswere presented
as a poster at the ODISSEI (Open Data Infrastructure for Social Science and Eco-
nomic Innovations) conference [79]. By the time this PhD thesis was submitted,
this chapter was being further extended to become a journal submission. The paper
also has roots in a project in the FAIR Expertise Hub, which was funded by a PDI-
SSH grant. The project was carried out while the author was working for the FAIR
Expertise Hub project. The author appreciates the support of the supervisors and
colleagues.
CRediT author statement
Maria Adamidou: Conceptualization, Methodology, Investigation, Data Curation,
Formal analysis, Validation. Shuai Wang: Conceptualization, Methodology, Inves-
tigation, Data Curation, Formal analysis, Software, Visualization, Writing - Original
Draft, Writing - Review & Editing, Supervision, Validation.

This chapter has the following changes compared to the original paper. Reviews
and feedback from the EKAW conference, the SWIB conference, as well as the ODIS-
SEI conference, have been taken into account for this extended version.

1. The introduction and related work were extended.

2. The research questions and research scenarios were made clearer.

3. Table 17 was left out of the original article due to the page limit. It was added
back to show how version updates can have an influence on the analysis of
concept change and how the lack of maintenance could lead to outdated links
and inaccuracy in the semantic web.

4. Table 19, 20were removed from the original paper due to the page limit. Table
21 was added to provide more data entries for comparison. The correspond-
ing text was slightly adapted.

5. The images in Section 6.4 were slightly adapted to fit the template better.

6. QLIT was introduced with more details in Section 6.2.

7. Some text on the motivation of each research scenario was added to better
explain the community needs and the challenge the developers of the con-
ceptual model are facing.

8. Issues about bias in translation, best practices, and data preservation are
briefly discussed.
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C.2 Code andDatasets Published andArchived

During the PhD, the student learned the practice of open science and attempted to
make resources and research results accessible. Some efforts were made to make the
following datasets and source code available or publish them as a result of the thesis.
Admittedly, not all resources are FAIR and well-documented.

For Chapter 1, datasets and code corresponding to the pilot study [82] have been
published [90]. For easy reuse, datasets corresponding to cycle-free class subsump-
tion relations (and that about properties) [82], are available on Zenodo as a stan-
dalone resource [75]. The Python script for Figure 2 can be found on GitHub1 For
the research in Chapter 2, we implemented our algorithm2 in Python. These gold
standard datasets are available on Zenodo3 together with detailed criteria, analysis,
and limitations [85]. In Chapter 3, we reused the ANNit tool for data annotation.
Its code can be found on GitHub4. For this chapter, the code and data are published
on Zenodo5 [89]. Chapter 4 has its source code on GitHub6. The datasets were pub-
lished on Zenodo7 [84]. For Chapter 5, the data and Python scripts are available on
GitHub8. The datasets corresponding to Chapter 6 can be found on Zenodo9. Un-
fortunately, due to the strict license of CC-BY-NC-ND of Homosaurus and GSSO, it
is not possible to publish all the data and the intermediate results. The intermediate
results and annotated data about QLIT are provided. The datasets extracted from
Wikidata and the corresponding intermediate results are provided. The remaining
is available upon request from the Homosaurus team, the IHLIA, the GSSO team,
and the QueerLit/QLIT team. The code and reproduction instructions can be found
on GitHub10.

Finally, datasets and related supplementary materials have been archived on
YODA for a minimum of 10 years.

1 The Python script is available on GitHub at https://github.com/shuaiwangvu/Log
ical_Inconsistency_LOD. It has not been published formally.

2 https://github.com/shuaiwangvu/Refining-Transitive-Relations
3 https://zenodo.org/record/4610000
4 https://github.com/shuaiwangvu/sameAs-iUNA
5 https://zenodo.org/record/7765113.
6 https://github.com/shuaiwangvu/redirection
7 https://doi.org/10.5281/zenodo.7225383
8 https://github.com/shuaiwangvu/EcoFin-integrated
9 https://doi.org/10.5281/zenodo.12684870

10 https://github.com/Multilingual-LGBTQIA-Vocabularies/Examing_LGBTQ_Conc
epts

https://github.com/shuaiwangvu/Logical_Inconsistency_LOD
https://github.com/shuaiwangvu/Logical_Inconsistency_LOD
https://github.com/shuaiwangvu/Refining-Transitive-Relations
https://zenodo.org/record/4610000
https://github.com/shuaiwangvu/sameAs-iUNA
https://zenodo.org/record/7765113
https://github.com/shuaiwangvu/redirection
https://doi.org/10.5281/zenodo.7225383
https://github.com/shuaiwangvu/EcoFin-integrated
https://doi.org/10.5281/zenodo.12684870
https://github.com/Multilingual-LGBTQIA-Vocabularies/Examing_LGBTQ_Concepts
https://github.com/Multilingual-LGBTQIA-Vocabularies/Examing_LGBTQ_Concepts
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C.3 Disclaimer
This dissertation is the result of Shuai Wang’s doctoral studies, fully funded by the
NWO TOP grant as a part of the MaestroGraph project. The author has not received
any grant from the China Scholarship Council (CSC) or any Chinese organization,
nor performed research on politically sensitive data. All the datasets and research
results, except those corresponding to chapter 6, are publicly available. The author
is not responsible for any misuse of the research results, data, and software.
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